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bstract

A multi-element preconcentration–separation technique for heavy metal ions in environmental samples has been established. The procedure
s based on coprecipitation of gold(III), bismuth(III), cobalt(II), chromium(III), iron(III), manganese(II), nickel(II), lead(II), thorium(IV) and
ranium(VI) ions by the aid of Cu(II)–9-phenyl-3-fluorone precipitate. The Cu(II)–9-phenyl-3-fluorone precipitate was dissolved by the addition
.0 mL of concentrated HNO3 and then the solution was completed to 5 mL with distilled water. Iron, lead, cobalt, chromium, manganese and nickel
evels in the final solution were determined by flame atomic absorption spectrometer, while gold, bismuth, uranium and thorium were determined
y inductively coupled plasma mass spectrometer. The optimal conditions are pH 7, amounts of 9-phenyl-3-fluorone: 5 mg and amounts of Cu(II):
mg. The effects of concomitant ions as matrix were also examined. The preconcentration factor was 30. Gold(III), bismuth(III), chromium(III),

ron(III), lead(II) and thorium(IV) were quantitatively recovered from the real samples. The detection limits for the analyte elements based on
−1
sigma (n = 15) were in the range of 0.05–12.9 �g L . The validation of the presented procedure was checked by the analysis of two certified

eference materials (Montana I Soil (NIST-SRM 2710) and Lake Sediment (IAEA-SL-1)). The procedure was successfully applied to some
nvironmental samples including water and sediments.

2007 Elsevier B.V. All rights reserved.

eywords: Preconcentration; Separation; Heavy metals; Coprecipitation; 9-Phenyl-3-fluorone; Environmental samples
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. Introduction

Preconcentration–separation is a necessity for metal ions at
race levels prior to their instrumental detection due to lower
nalyte levels than the limit of quantitation of the instrument
nd interferic effects of high salt contents of the analyzed sam-
les [1–3]. Until now, ion-exchange, liquid–liquid extraction,
loud point extraction, electrolytic deposition, electrophoretic
eparation, evaporation, flotation, sorption and adsorption on
olid phases and membrane filtration have been reported as

reconcentration and separation methods of trace metals in
arious samples [4–12]. While they have some advantages
rom each other, generally most of them are complicated and

� This study is a part of Ph.D. thesis of Funda Armagan Aydin.
∗ Corresponding author. Tel.: +90 352 4374933; fax: +90 352 4374933.

E-mail addresses: msoylak@gmail.com, soylak@erciyes.edu.tr
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ime-consuming and usage of the organic solvents is at high
atio [10–14].

Coprecipitation is a separation–preconcentration technique
ased on phase separation. Analyte ions could be precipitated in
he procedure with the combination of a carrier element and a
uitable chelating agent [15,16]. Some advantages of coprecip-
tation, as enrichment technique, is that pure inorganic reagents
an be easily obtained and also the procedure is easily han-
led. In this work, generally a milligram quantity of carrier
lement was used [17–19]. As a carrier element, metals like cop-
er and zinc are popular, because of their often low interferences
n determination methods and their limited negative effects for
nvironment.

For the coprecipitation of heavy metal ions at trace levels,

rganic coprecipitants are most popular due to good trace recov-
ry and sufficient separation factors for alkali and alkaline earth
etals. Organic coprecipitants like ditihiocarbamate, diethyl-

ithiophosphate, dimethylaminobenzilidene-rhodanine, etc. are
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sed by various researchers for the preconcentration and sepa-
ation of traces of heavy metal ions in environmental samples,
ncluding natural waters [20–28].

Phenylfluorones are widely used organic chelating agent that
as a larger formation constant with metal ions [29,30]. They are
sed in chemical enrichment–separation and spectrophotometric
etermination of some metal ions by various preconcentration
echniques prior to their determination [31–34]. Uranium(VI)
nd thorium(IV) as 9-phenyl-3-fluorone chelates were precon-
entrated on Duolite XAD761 prior to their inductively coupled
lasma mass spectrometric determinations by our working
roup [34]. A solid phase extraction procedure was established.
ccording to our literature review, until now Cu(II)–9-phenyl-3-
uorone combination has not been used for the coprecipitation
f traces of heavy metal in environmental samples.

In the present work, a multi-element coprecipitation has been
resented for some metal ions in environmental samples. In
he determination step, flame atomic absorption spectrometer
or iron, lead, cobalt, chromium, manganese and nickel lev-
ls and inductively coupled plasma mass spectrometer for gold,
ismuth, uranium and thorium have been used.

. Experimental

.1. Apparatus

An Agilent model 7500a inductively coupled plasma mass
pectrometer (Agilent Technologies, Palo Alto, CA, USA) and
NICAM 989 model flame atomic absorption spectrometer
Unicam 989, Thermo Elemental Corp., Franklin, MA, USA)
ere used for the determination of analytes. The instruments
ere optimized daily before measurement and operated as rec-
mmended by the manufacturers which is given in Table 1.

a
n
a
a

able 1
perating conditions for ICP-MS and FAAS

gilent 7500a ICP-MS

ebulizer Bab
pray chamber Qua
F power 1260
requency 27.1
ampling depth 7.0 m
lasma gas flow rate 15 L
uxiliary gas flow rate 1.0 L
arrier gas flow rate 1.15
ample uptake rate 0.3 m
etector mode Auto

ntegration time 0.10
nalytical masses 238U

etal Wavelength
(nm)

Slit width
(nm)

Lam
(mA

nicam 989 FAAS
Fe 248.3 0.2 15
Ni 232.0 0.2 15
Co 240.7 0.2 15
Mn 279.5 0.2 12
Cr 357.9 0.5 12
Pb 217.0 0.5 10
ta 73 (2007) 134–141 135

The pH values were measured using WTW inoLab Level 3
ith terminal Level 3 (Weilheim, Germany). Rotina 38 Hettich
odel centrifuge (Buckinghamshire, UK) was used to centrifuge

he solutions. The water that used all the experiments was puri-
ed in Millipore Synergy 185 (Billerica, MA, USA).

.2. Reagents and solutions

High purity reagents from Sigma (St. Louis, MO, USA) and
erck (Darmstadt, Germany) were used for all preparations of

he standard and sample solution. Stock solutions of analyte
ons, 1000 mg L−1, was diluted daily for obtaining reference and
orking solutions. The mono-elemental standard solutions (St.
ouis) used for the calibration procedures were prepared before
se by dilution of the stock solution with 1 mol L−1 HNO3. Stock
olutions of diverse elements were prepared from the high purity
ompounds (99.9%) (St. Louis).

A 0.5% (m/v) solution of 9-phenyl-3-fluorone (St. Louis)
as prepared by dissolving of 0.5 g of 9-phenyl-3-fluorone

n 1 mL of 0.1 mol L−1 NaOH and diluting to 100 mL with
ater.
The following buffer solutions were prepared for pH adjust-

ent: (a) 3.79 g sodium dihydrogen phosphate and 9 mL of 85%
hosphoric acid for pH 2; (b) 13.78 g sodium dihydrogen phos-
hate and 0.60 mL of 85% phosphoric acid for pH 3; (c) 77.0 g
mmonium acetate and 413 mL acetic acid for pH 4; (d) 13.1 g
odium dihydrogen phosphate and 2.40 g disodium hydrogen for
H 5; (e) 58.5 g ammonium acetate and 2.5 mL acetic acid for pH
; (f) 0.69 g sodium borate and 5 mL of 1 mol L−1 hydrochloric

cid pH 7; (g) 53.5 g ammonium chloride and 4.0 mL ammo-
ia for pH 8; (h) 500 mL of 0.1 mol L−1 of ammonium chloride
nd 250 mL of 0.1 mol L−1 of ammonia for pH 9; (i) 37.0 g
mmonium chloride, 285 mL ammonia for pH 10 were taken

ington
rtz, double pass

W
2 MHz
m
min−1

min−1

L min−1

L min−1

s
, 232Th, 197Au,209Bi

p current
)

Flame type Fuel flow rate
(L s−1)

Air/acetylene 1.0
Air/acetylene 1.0
Air/acetylene 1.0
Air/acetylene 1.0
Nitrous oxide/acetylene 3.8
Air/acetylene 1.0
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titative coprecipitation of analyte ions were also investigated in
the range of 0.0–10.0 mg of 9-phenyl-3-fluorone. The results
are depicted in Fig. 2. Fe(III), U(VI) and Th(IV) were quantita-
tively recovered (>95%) at pH 7 without 9-phenyl-3-fluorone.
36 F.A. Aydin, M. Soylak /

nd the final volume was completed to 500 mL with distilled
ater.

.3. Model working

The copper(II)–9-phenyl-3-fluorone coprecipitation proce-
ure was tested with model solutions prior to its application
o real samples. An aqueous solution containing 5 �g of Fe(III),
o(II), Mn(II), Ni(II); 10 �g of Pb(II), Cr(III); 0.5 �g of Au(III),
i(III); 0.2 �g of U(VI), Th(IV) was placed in a centrifuge tube.
ne millilitre of 1000 mg L−1 of copper(II) as a carrier element
as added. Then 1.0 mL of 0.5% (m/v) 9-phenyl-3-fluorone was

dded. The pH was adjusted to 7 by the addition of 2.0 mL of
odium borate buffer. After 10 min, the solution was centrifuged
t 3500 rpm for 20 min. The precipitate adhering to the tube
as dissolved with 1000 �L of concentrated HNO3. Then the
nal volume was completed to 5.0 mL with distilled water. Fe,
b, Co, Cr, Mn and Ni levels in the final solution were deter-
ined by flame atomic absorption spectrometer while Au, Bi,
and Th were determined by inductively coupled plasma mass

pectrometer.

.4. Analysis of real samples

The application of the presented procedure was performed
ith two certified reference materials (NIST-SRM 2710 Mon-

ana I Soil and IAEA-SL-1 Lake Sediment) and two sediment
amples from Van Lake, Turkey. 0.1 g of certified reference
aterial or 0.1 g of lake sediment was digested with 15 mL of

qua regia at room temperature and then, it was heated to 95 ◦C.
hen the evolution of NO2 fumes had ceased, the mixture was

vaporated almost to dryness on a sand-bath and mixed with
mL of aqua regia. Then the mixture was again evaporated to
ryness. After evaporation, 8–9 mL of distilled water was added
nd the sample was mixed. The resulting mixture was filtered
hrough a blue band filter paper. The filtrate was diluted to 25 mL
ith distilled water. The pH of this solution was adjusted to
by the addition of buffer solution. Then the coprecipitation

rocedure given above was applied.
The procedure was applied to two drinking water samples

rom Cubuk and Karagol villages, Ankara, Turkey and a lake
ater sample from Mogan Lake from Ankara, Turkey. The water

amples analyzed were filtered through a cellulose membrane
lter (Millipore) of 0.45 �m pore size. One hundred and fifty
illilitres of water sample was transferred to a beaker. The pH

f the sample was adjusted to 7 by the addition of buffer solution.
hen the coprecipitation procedure given above was applied to

his water sample.

. Results and discussion

.1. Influences of pH
The influences of pH of the solutions on the quantitative pre-
ipitation of gold(III), bismuth(III), cobalt(II), chromium(III),
ron(III), manganese(II), nickel(II), lead(II), thorium(IV) and
ranium(VI) on the copper(II)–9-phenyl-3-fluorone system

F
o

ig. 1. The influences of pH on the recoveries of analytes on copper(II)–9-
henyl-3-fluorone system (amount of carrier element: 1 mg copper(II), amount
f ligand: 5 mg 9-phenyl-3-fluorone, N = 3).

ere investigated in the pH range of 2–10. The studies were
erformed by using model solutions that include 1.0 mL of
000 mol L−1 of copper(II) and 1.0 mL of 0.5% (m/v) 9-phenyl-
-fluorone. The pH adjustments were done by using buffer
olution. Cu/9-phenyl-3-fluorone ratio was 1:2 [35]. Violet col-
red Cu(II)–9-phenyl-3-fluorone precipitate was formed at the
H range of 6–9. The precipitate was easy to handle without any
roblem. The results for influences of pH are depicted in Fig. 1.

Nickel ion was quantitatively recovered at pH 7. Quan-
itative recoveries of iron(III), manganese(II), chromium(III),
ead(II) and thorium(IV) were obtained at the pH range of 7–10.
obalt(II), gold(III), bismuth(III) and uranium(VI) were quan-

itatively recovered in the pH range of 7–10, 3–7, 6–9 and 7–9,
espectively. The recoveries in the pH range of 7–10 are gener-
lly quantitative. At pH higher than 7, the quantitative recoveries
f some analytes may be sourced precipitate of their hydroxides.
ll further works were performed at pH 7 by adjusting with
orate buffer.

.2. Amount of 9-phenyl-3-fluorone

The influences of amount of 9-phenyl-3-fluorone on the quan-
ig. 2. The influences of the amounts of 9-phenyl-3-fluorone on the recoveries
f analytes (pH 7, amount of ligand: 5 mg 9-phenyl-3-fluorone, N = 3).
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ig. 3. The influences of amount of Cu2+ on the recoveries of analyte ions (pH
, amount of ligand: 5 mg 9-phenyl-3-fluorone, N = 3).

hese recoveries for Fe(III), U(VI) and Th(IV) may be related
o formation of the hydroxide precipitate of copper(II). The

ecoveries of other analytes were not quantitative without
-phenyl-3-fluorone. Quantitative recovery values for Fe(II),
n(II), Pb(II) and Au(III) were obtained in the range of

.5–10.0 mg of 9-phenyl-3-fluorone. Cr(III) was quantitatively

C
p
i
a

able 2
nfluences of the matrix ions on the recoveries of analytes (N = 3)

Added as Concentration
(mg L−1)

Recovery (%)

Au Bi Co

a+ NaCl 5000 94 ± 2a 94 ± 4 72 ±
10,000 88 ± 3 87 ± 3 69 ±
30,000 82 ± 5 69 ± 3 58 ±

+ KCl 250 95 ± 2 95 ± 3 100
500 97 ± 3 92 ± 1 98 ±

a2+ CaCl2 500 95 ± 1 92 ± 3 70 ±
1000 95 ± 2 90 ± 1 60 ±

g2+ MgCl2 500 96 ± 3 94 ± 2 75 ±
1000 80 ± 4 94 ± 2 65 ±

O4
2− Na2SO4 500 98 ± 1 95 ± 1 93 ±

1000 99 ± 2 98 ± 2 95 ±
l3+ Al2(SO4)3·18H2O 5 102 ± 1 104 ± 3 95 ±

10 95 ± 2 98 ± 1 80 ±
r3+ Cr(NO3)3·9H2O 5 100 ± 1 100 ± 2 95 ±

10 98 ± 1 100 ± 1 90 ±
20 95 ± 3 98 ± 2 81 ±

e3+ Fe(NO3)3·9H2O 5 100 ± 1 100 ± 1 95 ±
10 95 ± 3 102 ± 2 93 ±

n2+ ZnI2 5 98 ± 2 96 ± 2 80 ±
10 94 ± 1 99 ± 3 70 ±

i2+ NiCl2·6H2O 5 101 ± 1 95 ± 1 90 ±
10 99 ± 2 97 ± 3 80 ±

b2+ PbCl2 5 102 ± 1 95 ± 1 85 ±
10 99 ± 1 96 ± 2 75 ±

o2+ CoCl2·6H2O 5 100 ± 2 95 ± 1 –
10 98 ± 1 99 ± 2 –

a Mean ± standard deviations.
ig. 4. The effects of sample volume on the recoveries of analytes (pH 7, amount
f carrier element: 1 mg copper(II), amount of ligand: 5 mg 9-phenyl-3-fluorone,
= 3).

ecovered 5.0–10.0 mg of ligand range. U(VI) and Th(IV) were
ecovered quantitatively in the range of 5.0–8.75 mg, while Ni,

o and Bi were recovered in the range of 5.0–10.0 mg of 9-
henyl-3-fluorone. These results show that 9-phenyl-3-fluorone
s necessary for the quantitative recoveries of all of the 10
nalytes at the optimal working conditions given in Section

Cr Fe Mn Ni Pb Th U

2 104 ± 4 102 ± 3 77 ± 4 76 ± 4 99 ± 1 95 ± 3 85 ± 3
5 101 ± 1 104 ± 4 59 ± 4 57 ± 3 101 ± 2 95 ± 2 76 ± 2
3 101 ± 4 103 ± 5 54 ± 5 48 ± 5 99 ± 4 91 ± 4 65 ± 4

± 2 98 ± 1 98 ± 1 95 ± 1 94 ± 3 100 ± 1 95 ± 4 85 ± 4
4 100 ± 2 100 ± 3 93 ± 2 93 ± 1 102 ± 3 95 ± 1 85 ± 2

3 100 ± 1 98 ± 1 40 ± 3 21 ± 4 99 ± 1 95 ± 2 80 ± 3
3 102 ± 3 101 ± 2 38 ± 2 13 ± 2 99 ± 1 96 ± 3 75 ± 2

5 101 ± 2 100 ± 1 49 ± 2 40 ± 2 99 ± 1 95 ± 2 72 ± 4
3 99 ± 1 100 ± 2 46 ± 4 21 ± 2 101 ± 1 100 ± 1 20 ± 2

1 102 ± 2 100 ± 2 90 ± 1 85 ± 1 98 ± 1 100 ± 2 90 ± 1
1 100 ± 1 102 ± 4 70 ± 2 83 ± 5 101 ± 3 101 ± 4 85 ± 2

1 100 ± 2 101 ± 1 90 ± 1 93 ± 2 100 ± 1 103 ± 3 96 ± 3
2 98 ± 1 100 ± 2 75 ± 1 90 ± 2 98 ± 1 100 ± 1 95 ± 2

1 – 102 ± 1 92 ± 1 100 ± 3 101 ± 1 104 ± 1 94 ± 2
3 – 102 ± 3 80 ± 1 95 ± 1 98 ± 1 98 ± 2 92 ± 1
2 – 96 ± 1 66 ± 2 94 ± 1 94 ± 1 99 ± 1 89 ± 1

1 100 ± 1 – 90 ± 1 96 ± 1 100 ± 1 101 ± 1 96 ± 1
1 99 ± 1 – 65 ± 3 95 ± 2 99 ± 2 100 ± 1 94 ± 2

2 98 ± 1 104 ± 1 65 ± 1 93 ± 2 101 ± 2 98 ± 1 94 ± 2
1 100 ± 1 100 ± 1 50 ± 4 90 ± 1 100 ± 2 94 ± 1 96 ± 2

1 100 ± 1 98 ± 1 75 ± 1 – 104 ± 3 97 ± 2 96 ± 1
2 99 ± 1 98 ± 2 70 ± 2 – 101 ± 1 96 ± 1 96 ± 3

2 103 ± 2 103 ± 2 75 ± 2 93 ± 1 – 95 ± 1 94 ± 1
3 102 ± 1 100 ± 1 70 ± 4 90 ± 1 – 96 ± 2 94 ± 2

101 ± 1 102 ± 2 102 ± 1 93 ± 1 102 ± 1 98 ± 1 96 ± 2
98 ± 1 98 ± 1 98 ± 1 94 ± 1 100 ± 2 98 ± 3 94 ± 1
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Table 3
Tests of addition/recovery for two water samples (sample volume: 150 mL, final volume: 5 mL, N = 4)

Analyte Added (�g L−1) Tap water from Ankara city center Bottled mineral water

Found (�g L−1) Recovery (%) Found (�g L−1) Recovery (%)

Au 0 <LOD – <LOD –
1.7 1.6 ± 0.1 94 ± 4 1.6 ± 0.1 94 ± 4
3.3 3.2 ± 0.1 96 ± 3 3.2 ± 0.2 96 ± 3
5.0 4.6 ± 0.2 92 ± 3 4.8 ± 0.2 96 ± 3

Bi 0 <LOD – <LOD –
1.7 1.6 ± 0.1 94 ± 3 1.6 ± 0.1 94 ± 4
3.3 3.2 ± 0.1 96 ± 4 3.2 ± 0.1 96 ± 3
5.0 4.8 ± 0.2 96 ± 4 4.7 ± 0.2 94 ± 3

Cr 0 <LOD – <LOD –
33.0 34.6 ± 0.6 104 ± 3 34.0 ± 1.3 103 ± 3
66.0 64.0 ± 2.5 96 ± 4 64.3 ± 2.0 97 ± 4

100.0 100.6 ± 2.0 101 ± 2 94.7 ± 1.0 96 ± 3

Fe 0 21.3 ± 2.7 – 23.7 ± 0.9 –
33.0 55.3 ± 1.3 103 ± 4 59.3 ± 1.5 107 ± 5
66.0 85.3 ± 2.7 97 ± 4 91.3 ± 1.0 102 ± 4

100.0 116.7 ± 1.0 96 ± 3 118.3 ± 1.5 95 ± 3

Pb 0 6.7 ± 1.3 – < LOD –
33.0 38.7 ± 2.0 97 ± 4 31.4 ± 1.5 96 ± 4
66.0 72.0 ± 2.7 98 ± 4 64.0 ± 1.0 95 ± 3

100.0 104.0 ± 3.3 97 ± 3 94.0 ± 2.0 94 ± 3

Th 0 <LOD – <LOD –
1.7 1.6 ± 0.1 95 ± 2 1.6 ± 0.1 94 ± 3
3.3 3.2 ± 0.1 95 ± 2 3.1 ± 0.1 94 ± 3

L
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5.0 4.7 ± 0.1

OD: limit of detection.

. For all further works, 5.0 mg of 9-phenyl-3-fluorone was
sed.

.3. Effects of amount of Cu2+ as carrier element

The influences of amount of Cu2+ as carrier element on the
ecoveries of analyte ions were also investigated. The results
re shown in Fig. 3. The recoveries were not quantitative with-
ut Cu2+. After the addition of Cu2+, the recoveries increased

nd reach to quantitative values for all the investigated analytes
t 1.0 mg of Cu2+ due to the formation of Cu(II)–9-phenyl-3-
uorone precipitate. The recovery values were decreased with
igher amounts of copper than 1.0 mg. This decrease on the

s
r
B
r

able 4
pplication of the presented procedure for two certified reference materials and two

nalyte Lake sediment (IAEA-SL-1) Montana I

Certified value
(�g g−1)

Observed value
(�g g−1)*

Relative
error (%)

Certified v
(�g g−1)

u & <LOD – 0.6
i & <LOD – &
r 104 112 ± 11 +7.7 39
e 67,400 66,900 ± 1900 −0.7 33,800
b 37.7 39 ± 8 +3.5 5532
h 14 13 ± 1 −7.1 13

: Not certified; LOD: limit of detection.
* P: 0.95; X̄ ± ts/

√
N.
94 ± 3 4.7 ± 0.2 93 ± 3

ecoveries may be source excess copper in the working media.
n the light of these results, 1.0 mg of Cu2+ as carrier was used
n all further works.

.4. Influences of sample volume

The effects of sample volume on the quantitative coprecipi-
ation of the analytes investigated were examined in the sample
olume range of 20–1000 mL to possible application of the pre-

ented coprecipitation procedure for natural water samples. The
esults are depicted in Fig. 4. The recoveries of Fe, Cr, Pb, Ni,
i and Th ions were found quantitative in the sample volume

ange of 20–1000 mL. Cobalt, manganese and gold ions were

sediment samples from Van Lake-Turkey (N = 4)

Soil (NIST-SRM 2710) Sediment from Van Lake

alue Observed
value (�g g−1)

Relative
error (%)

74 m depth
(�g g−1)

115 m depth
(�g g−1)

0.6 ± 0.1 0 <LOD <LOD
<LOD – <LOD <LOD
38 ± 4 −2.6 6 ± 1 8 ± 1
33,682 ± 1066 −0.3 736 ± 59 1100 ± 248
5576 ± 557 +0.8 6 ± 1 7 ± 1
13 ± 3 0 0.2 ± 0.01 0.2 ± 0.01
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Table 5
Analyte levels of water samples analyzed (sample volume: 150 mL, final volume:
5 mL, N = 4)

Analyte Concentration (�g L−1)

Lake water from
Mogan Lake, Ankara

Tap water from
Cubuk village

Tap water from
Karagol village

Au <LOD <LOD <LOD
Bi <LOD <LOD <LOD
Cr <LOD <LOD* <LOD
Fe 78 ± 9 46 ± 2 28 ± 0.4
Pb 9 ± 2 <LOD <LOD
T
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OD: limit of detection.
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√
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uantitatively recovered in the sample volume range of
0–250 mL. Uranium(VI) can be recovered till 150 mL of sam-
le volume. The high sample volumes may behave as eluent. The
reconcentration factor is calculated by the ratio of the highest
ample volume for the all together of the analytes (150 mL) and
he lowest eluent volume (5 mL). The preconcentration factor
as 30. The time required for the coprecipitation and determi-
ation was about 45 min.

.5. Analytical performance of the procedure

The reproducibility of the presented procedure was evaluated
y model solution containing analyte ions (N = 7). The relative
tandard deviations (R.S.D.) of these determinations were in the
ange of 0.8% (Fe)–2.7% (Ni).

The limits of detection (LOD) of the proposed procedure for
he determination of analyte elements were studied under the
ptimal experimental conditions. The detection limits, defined
s the concentration equivalent to three times the standard devi-
tion of blank (n = 15, XL = Xb + 3s, XL: limit of detection, Xb:
lank value) of the reagent blank [36], were 0.3 �g L−1 for
old, 1.8 �g L−1 for bismuth, 0.8 �g L−1 for cobalt, 6.1 �g L−1

or chromium, 12.9 �g L−1 for iron, 2.6 �g L−1 for manganese,
.9 �g L−1 for nickel, 3.6 �g L−1 for lead, 0.07 �g L−1 for tho-
ium and 0.05 �g L−1 for uranium.

.6. Matrix effects

Matrix effects are important problem in the determination
f heavy metals in real samples [37,38]. In order to assess
he possible analytical applications of the recommended proce-
ure, the effect of some foreign ions which interfere with the
etermination of metal ions by the presented method or/and
ften accompany analyte ions in various real samples, was
xamined with the optimized conditions as above. For these
tudies, a fixed amount of metal ions was taken with differ-
nt amounts of foreign ions and recommended procedure was
ollowed. Tolerable limit was defined as the highest amount

f foreign ions that produced an error not exceeding 5% in
he determination of investigated analyte ions. The results are
ummarized in Table 2. The recoveries of manganese, cobalt,
ickel and uranium ions were affected by the matrix ions. Ta

bl
e

6
C

om
pa

ra
tiv

e
d

Te
ch

ni
qu

e

C
op

re
ci

pi
ta

tio
C

op
re

ci
pi

ta
tio

C
op

re
ci

pi
ta

tio
SP

E

SP
E

SP
E

SP
E

C
PE

C
op

re
ci

pi
ta

tio

M
F:

m
em

br
an



1 Talan

G
t
i
o
s
p
r
t
b

3

b
i
a
A
s
w
a
t
s

3

p
(
S
v
m
a

i
s
s
o
L
a
T
r

4

i
s
i
i
c
a
t
h
o
p
a
r

i
s
f
l
c
a
v

A

a
o
a
R
F

R

[
[
[
[

[
[

[
[

[
[
[
[
[

[
[

[
[

[

40 F.A. Aydin, M. Soylak /

old(III), bismuth(III), chromium(III), iron(III), lead(II) and
horium(IV) ions were generally quantitatively recovered by the
nvestigated matrix ions. As shown in Table 2, the recoveries
f manganese(II), nickel(II), cobalt(II) and uranium(VI) were
trongly effected and negatively affected. It may source the com-
etition of recovery between matrix ions and these ions. This
esults show that the presented procedure could be applied to
he multi-element separation and preconcentration of gold(III),
ismuth(III), chromium(III), iron(III), lead(II) and thorium(IV).

.7. Tests of addition/recovery

Tests of addition/recovery in the experiments for gold(III),
ismuth(III), chromium(III), iron(III), lead(II) and thorium(IV)
ons were performed in a tap water from Ankara city center
nd a bottled mineral water. The results are given in Table 3.

good agreement was obtained between the added and mea-
ured analyte amounts. The recovery values for the analyte ions
ere in the range of 92–107%. These values were quantitative

nd it shows that the presented procedure can be applied for
he preconcentration of Cr, Fe, Au, Pb, Bi and Th ions in real
amples.

.8. Applications

The validation of the presented coprecipitation procedure is
erformed by the analysis of two certified reference materials
Montana I Soil (NIST-SRM 2710) and Lake Sediment (IAEA-
L-1)) for gold, bismuth, chromium, iron, lead and thorium
alues. The certified and observed values for certified reference
aterials are given in Table 4. The results found were in good

greement with the certified values of CRMs.
The presented procedure was applied to two different sed-

ments from Lake Van, Van, Turkey. The results for lake
ediments are given in Table 4. Another application of the pre-
ented coprecipitation procedure was performed for the analysis
f three water samples. The water samples collected from Mogan
ake, Cubuk village and Karagol village of Ankara. The results
re given for water samples in Table 5. The results given in
ables 4 and 5 have been calculated on the assumption of 100%
ecovery of investigated analyte ions.

. Conclusions

The presented procedure for gold(III), bismuth(III), chrom-
um(III), iron(III), lead(II) and thorium(IV) in real samples is
imple and rapid with good precision and accuracy. Analyte
ons were quantitatively recovered by the investigated matrix
ons with some exceptions. The coprecipitated analyte ions
an be sensitively determined by FAAS and ICP-MS without
ny influence of copper and 9-phenyl-3-fluorone. The compara-
ive data from some recent studies on separation-enrichment of
eavy metal ions are given in Table 6. The optimal conditions

f presented preconcentration procedure are comparable for the
rocedure in literature [39–47] with quantitative recovery values
nd detection limits. The proposed procedure is superior to those
eported heavy metal separation–preconcentration methods

[
[
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n literature in terms of no need to consumption of organic
olvents and enrichment factor. The procedure has been success-
ully applied to gold(III), bismuth(III), chromium(III), iron(III),
ead(II) and thorium(IV) ions with acceptable accuracy and pre-
ision. The developed procedure is successfully employed for
nalysis of agricultural and geological materials after successful
alidation.
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bstract

Methanol is the organic solvent closest to water and able to dissolve a huge amount of organic compounds. Therefore, it is a good candidate
or pKa determination of drugs sparingly soluble in water or a basic drug presented as a salt which pKa is close to that of its counter-acid. In this
ork, the acidic dissociation constants in pure methanol of the most common acids used in pharmaceutical preparations (lactic, tartaric, fumaric,
aleic and citric) were determined. In addition, the pK values of the antipsychotic quetiapine presented as hemifumarate (Seroquel) and the very
a

nsoluble antiarrhythmic amiodarone were also determined by potentiometry. From these values, the aqueous pKa of these drugs were estimated
y means of previously established equations. Estimated values are consistent with those from literature and show the interest of methanol for drug
iscovery pKa measurements.

2007 Elsevier B.V. All rights reserved.

lic aci

e
b
d
G
m
l
t
o
i
f
d
t
u
a
a
n
p

eywords: pKa in methanol; pKa in water; Drugs; Potentiometry; Polycarboxy

. Introduction

Despite the fact that many drugs are sparingly soluble in
ater, the evaluation of the aqueous dissociation constants is

n unavoidable requirement in drug discovery [1]. In these
nstances, experimental pKa determination requires the use of
n organic or hydroorganic solvent [2]. The first approach was
he method proposed by Hall that relates the half neutralization
otential in an organic solvent and aqueous pKa values [3,4].
owadays, potentiometry is the preferred technique because
f the excellent response of the glass electrode in many pure
nd binary solvents and the easy automation of the experimen-
al measurements [5]. For aqueous pKa (w

wpKa) determination
urposes two main potentiometric approaches were developed.
oth methods employ hydroorganic mixtures as sample sol-
ents and require a suitable extrapolation equation to estimate
he w

wpKavalue, from the experimental constants in the binary

olvent (s

spKa). The first method involves the determination of
pKa in several hydroorganic mixtures and further extrapolation
y means of the Yasuda–Shedlovsky equation [6–10]. The most

∗ Corresponding author. Tel.: +34 934021284; fax: +34 934021233.
E-mail address: e.bosch@ub.edu (E. Bosch).
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mployed solvent in these hydroorganic mixtures is methanol
ut, very recently, a mixture of equal volumes of methanol,
ioxane and acetonitrile (MDM) has successfully proposed [6].
ood results are achieved using this method, particularly when
ixtures with low organic content can be employed. The main

imitation is again the solubility of the drug since the linearity of
he Yasuda–Shedlovsky equation is kept until about 60% (w/w)
f methanol or 50% (w/w) of MDM and it is not possible to use
t at higher percentages. Therefore, this method hardly attains
or the proper estimation of the w

wpKa values of very insoluble
rugs. The second approach, developed for methanol/water mix-
ures, involves linear relationships to estimate the w

wpKa from a
nique s

spKa value determined in a suitable mixture. The slope
nd intercept of these linear equations can be easily calculated
ccording to the methanol fraction of the binary solvent and the
ature of the acid-base group of the drug. In this instance, it is
ossible to use a solvent with high methanol content although
he precision of the extrapolated w

wpKa value is slightly lower
han that achieved from poor methanol binary solvents [10–12].

Both approaches show a limitation in the determination of

pKaof drugs when they are presented as a salt formulation,
hich is very common. Thus, when the pKa values in the work-

ng solvent of a basic drug and its counter-acid are close, the
esolution of the concomitant equilibria involves a lost in the



116 G. Garrido et al. / Talanta 73 (2007) 115–120

e stud

a
s
l
d
d
t
c
s
o
b
C
s
u
o
6
[
o
s
s
t
w
w
s
t
w
f
a
v

d
t
a
a
s
s
p
i
5
h
p
S
c
m
p
s

w

l
s
t
i
p

s
s

a
s
s

s
s

w
t
s
s

i
h
p
w
t
m
c
t
b
t
d
o
(
p
F

2

2

-

Fig. 1. Th

ccuracy and precision of the computed s
spKa values and, con-

equently, of the estimated w
wpKa. Stability considerations have

ed manufacturers to select counter-ions that show a minimum
ifference of three pKa units between the ionizable groups of the
rug and its counter-acid [13]. However, it is important to note
hat this difference can become much lower when the organic
ontent of the solvent is high (>30%). This is a common feature
ince the pKa values of neutral or anionic acids increase with the
rganic content in the solvent but the opposite behaviour should
e expected for basic compounds (cationic acids) [6,10,11].
alculations can be carried out using the s

spKavalues of the
alt-forming acid as constant values, but very often these val-
es are unknown. Recently, we have published s

spKa values
f several common counter-acids in aqueous mixtures up to
0% (w/w) of methanol which can be used for these purposes
14]. As a working example, we determined the s

spKavalues
f quetiapine formulated as hemifumarate using the suitable
pKa of fumaric acid in various methanol/water mixtures. Fur-
her, the Yasuda–Shedlovsky model was used to estimate the
pKavalues. The obtained w

wpKa1(3.53 ± 0.27) of quetiapine
hows a high standard deviation due to the proximity between
his pKa and those of fumaric acid in the working binary solvents,
hereas w

wpKa2 (6.92 ± 0.07), whose value is far from those of
umaric acid, shows a very good precision [14]. Alternatively,
look-up procedure can be used to iterate the experimental pH
alues and get all the involved equilibrium constants.

In this work, we propose pure methanol as a solvent to
etermine the s

spKa for very insoluble drugs because of all
he organic solvents, methanol is the one closest to water
nd shows a high ability to dissolve organic compounds. We
lso propose methanol as suitable solvent to determine the
pKa for drugs presented in salt form and whose aqueous
Ka is close to those of their salt-forming counterpart. This
s because the s

spKa in methanol is well known to be about
pK units higher than w

wpKafor carboxylic acids, 4 units
igher for phenols and only 1 unit or less for amines and
yridines, which are cationic acids (basic compounds) [15].
ince a salt is always composed by a base and an acidic
ompound, close pKa values in water or water-rich binary
ixtures become far away enough in methanol. Therefore,
ure methanol could be a suitable option for this kind of
alts.

Moreover, potentiometric measurements can be carried out
ith the glass electrode calibrated with standard aqueous buffers

-

ied drugs.

eading to s
wpH values, that is to say, to the pH values in the inter-

olvental pH scale. Since the δ quantity is well known (−2.34 in
he molality scale and −2.24 in the molarity scale), easy change
s allowed from the intersolvental pH scale (s

wpH) to the specific
H scale for pure methanol (s

spH) [16–20], by means of

pH = s
wpH − δ (1)

nd, therefore, experimental s
wpH measurements allow to get the

pH and also the s
spKa values. Since linear equations such as

pKa = aw
wpKa + b (2)

ere established for a variety of chemical families [11,15,21],
hese relationships can be used to estimate w

wpKa from
pKavalues obtained in pure methanol.

Two pattern drugs were selected for this study. The first one
s an antianginal and antiarrhythmic drug used in treatments of
eart diseases, amiodarone. This is a highly hydrophobic com-
ound with a very small solubility in water (0.7 mg/mL) [22],
hich forms micelles with very low critical micelle concen-

ration (0.5 mg/mL) [23]. Amiodarone requires, at least, 40%
ethanol/water [24] mixtures to prepare a solution of suitable

oncentration in a wide pH range. The other drug is the que-
iapine hemifumarate, commercially named Seroquel, which
elongs to the dibenzothiazepine derivatives. It is widely used to
reat psychotic disorders and symptoms such as hallucinations,
elusions and hostility [25]. Since w

wpKa1(3.02) and w
wpKa2(4.38)

f fumaric acid [26] are very close to w
wpKa1 of quetiapine

3.30), three acid-base equilibria coexist in the moderately acidic
H range in aqueous solution [14]. Both drugs are shown in
ig. 1.

. Experimental

.1. Apparatus

pH measurements were taken with a Ross combination elec-
trode Orion 8102 (glass electrode and a reference electrode
with a 3.0 M KCl solution in water as a salt bridge) in a
Crison micropH 2002 potentiometer with a precision of ±

0.1 mV.
Potentiometric titrations were carried out by means of a
Methrom 665 Dosimat autoburet controled by the VAL-
ORA program specially designed for titrations in non-aqueous
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media [27]. The resolution of the burette is ±0.001 and the
absolute error is ±0.02 mL.

.2. Chemicals

Lactic (>99%, Fluka), tartaric (>99.6%, Baker), fumaric
>99%, Fluka), maleic (>99.8%, Carlo Erba) and citric
>99.8%, Carlo Erba) acids, amiodarone hydrochloride (>98%,
ldrich) and quetiapine hemifumarate (>99%, Astra Zeneca)
ere titrated. Potassium hydroxide (>85%, Panreac); ben-

oic acid (>99.5%, p.a., Carlo Erba) and tris(hydroxymethyl)
minomethane (A.C.S., J.T. Baker) were also used. Methanol of
hromatographic grade (p.a., >99.8%, Merck) was used in all
xperiments.

.3. Procedure

The electrode system was standardized with ordinary aque-
ous buffers of potassium hydrogen phthalate (pH 4.00), and
potassium dihydrogen phosphate/disodium hydrogen phos-
phate (pH 7.02). The electrode was soaked for 15 min in
methanol before the potentiometric measurements.
Samples of acids in the range 5 × 10−4 M–1 × 10−2 M were
dissolved in pure methanol and titrated with KOH 0.1 M or
0.01 M in the same solvent.
Samples of amiodarone and quetiapine hemifumatate were
dissolved in pure methanol and an excess of HCl in methanol
was added in order to decrease the pH and assure that the
drugs were completely protonated. In the case of amiodarone,
this addition was not strictly necessary since the drug was
presented as amiodarone hydrochloride and direct titrations
without previous HCl addition were also carried out. Sample
concentration was about 10−3 M. Titrant solution was KOH
0.1 M or 0.01 M in pure methanol. Four to nine titrations,
at 25.0 ± 0.1 ◦C under a continuous stream of purified nitro-
gen, were done for each determination. Hydrochloric acid and
potassium hydroxide were standardized potentiometrically.
The hydrochloric acid solution used was prepared from aque-

ous 0.5 M HCl and the addition of the required amount of
methanol to get a 0.05 M solution. The amount of HCl solution
added to perform the titrations together with the water gener-
ated during the titration results in a percentage of water in the

i
p
c
t

able 1
arameters for Eq. (2)

Reference [11] Referenc

a b ra sb nc a

mines 0.968 1.171 0.987 0.48 30 0.94
itrogenated
eterocycles and
econdary and tertiary
mines

– – – – – 0.94

yridines 0.951 0.520 0.996 0.12 11 0.93

, slope; b, intercept.
a r, Correlation coefficient.
b s, Standard deviation.
c n, Number of compounds.
73 (2007) 115–120 117

titrated solution that is lower than 0.6% in volume (calculated
in the first equivalence point).
Dissociation constants in methanol (s

spKa) were calculated
using the following values: δ = −2.24, the autoprotolysis con-
stant pKap = 16.7 and the Debye-Hückel coefficients A = 1.87
and aoB = 2.31 [20].

. Results and discussion

In previous work, we have established linear equations
hat relate the s

spKa values in pure methanol to the ther-
odynamic w

wpKa for different chemical families from two
ifferent approaches. Table 1 shows the coefficients for Eq. (2)
erived for amines, nitrogen-protonated heterocycle derivatives
nd pyridines from different sets of substances and different
pproaches. Parameters from [11] were derived from a wide
umber of s

spKain different methanol/water mixtures whereas
hose from [15] and [21] were established from s

spKa values
etermined directly in pure methanol. The consistency between
hese parameters shows their robustness. Here, we have selected
or calculations the coefficients from [15] for amines and from
21] for pyridines, since these were obtained from a greater num-
er of compounds. It should be pointed out, however, that despite
he fact of specific equations having been proposed for primary
mines, for anilines, and for secondary and tertiary amines [15],
n this study we used the parameters derived for the more gen-
ral equation suitable for any kind of amino compounds. This
s because of the molecular complexity of most drugs is very
ften far from those of the compounds used to build the specific
quations, which were derived from substances with simpler
tructure and from a smaller number of compounds. In order to
alidate the proposed equations to estimate w

wpKa values of basic
rugs we tested these parameters using the values available in
he literature for compounds with amino groups excluding those
sed in the coefficients derivation. As a matter of fact, the num-
er of s

spKa of drugs in pure methanol found in the literature is
ow and they were determined by capillary electrophoresis in all

nstances. This technique is suitable for highly insoluble com-
ounds because it requires very low concentration of the tested
ompound and, in addition, it is not necessary previous purifica-
ion of the sample. However, it requires a significant number of

e [15] Reference [21]

b ra sb nc a b ra sb nc

1.23 0.981 0.58 55 – – – – –
0.67 0.994 0.24 40 – – – – –

0.67 0.916 0.20 15 1.02 0.30 0.991 0.45 23
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Table 2
Acidity constants of several basic compounds

s
spKa

w
wpKa calc. Eq. (2) w

wpKa literature

Desipramine 10.80 [28] 10.18 10.22 [25]; 10.2 [30]; 10.23 [31]
Nortriptyline 10.79 [28] 10.17 10.13 [1]; 10.14 [10]; 10.10 [25]; 9.73 [30];

10.50 [31]; 9.7 [32]; 8.8 [33]; 10.19 [34]
Imipramine 10.38 [28] 9.73 9.30 [10]; 9.45 [25]; 9.5 [30]; 9.5 [32]; 9.21 [35]
Amitriptyline 10.33 [28] 9.68 9.41 [25]; 9.40 [31]; 9.32 [34]
Cyclohexylamine 11.33 [29] 10.74 10.79 [3]; 10.64 [26]; 10.63 [36]
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single titration process using an electrode system standardized
with common aqueous buffers.
midazole 7.97 [29] 7.17

uffer solutions to get reliable values. The s
spKavalues of com-

ounds studied by Cantu et al. [28] and Beckers et al. [29] are
iven with two decimal figures and throw them Eq. (2) leads
o w

wpKavalues very close to those from literature, see Table 2.
he s

spKa values determined by Porras et al. [38,39] for a variety
f drugs were calculated from a small number of experimental
oints in a overmuch short pH range and, therefore, are given
ith lower precision, one decimal figure. Then, these values
ave been excluded in this study.

Amiodarone hydrochloride was titrated as described in the
xperimental part. Thus, the neutralization process involves
ater formation during the titration changing gradually the sol-
ent composition but, in fact, the water content in the equivalence
oint is very low, about 5 × 10−3 M (0.01 vol.%). Thus, the
ater generated in the titration is low enough to be neglected

n the s
spKacalculation. The studied chemical is amiodarone in

ts protonated form. However, many drugs require the addition
f hydrochloric acid before titration to assure complete proto-
ation and this step involves the addition of a fixed amount of
ater (see HCl solution preparation). To evaluate the effect of

his added water in the reaction medium, titrations of amiodarone
o which hydrochloric acid was added (initial water concentra-
ion about 10−2 M), were carried out too. Derived s

spKa value
9.16 ± 0.03) does not show significant difference with former
esult. Therefore, from a practical point of view, the presence of
mall amounts of water (<10−2 M) do not affect the determined
pKain methanol. The final mean value is given in Table 3.

The potentiometric determination of s
spKa values of quetiap-

ne is more complex because it is presented as a hemifumarate.
herefore, s

spKa values of fumaric acid in pure methanol were
etermined and are given in Table 4. In addition, the s

spKaof
ther common polyprotic counteracids used in pharmaceuti-
al preparations [13] were also determined and are presented
ogether with the values found in the literature. The effect of
ater generation in the titrations of these acids was tested in the
ay explained for amiodarone, and it can be concluded that the
ater effect on the final calculated s

spKa is negligible too. Then,
he values reported in Table 4 can be used in acid-base equilibria
tudies in pure methanol. It should be pointed out that these acids
re polyprotic and, thus, intramolecular interactions, mostly by
ydrogen bond, could affect the s

spKavalues. For instance, the

pKa1 of maleic acid is lower and the s

spKa2 higher than those
f its isomer, fumaric acid, and these differences are higher than
hose in aqueous solution since methanol shows lower solvat-
ng abilities than water, therefore favoring the internal hydrogen
6.95 [26]; 6.99 [36]; 7.0 [37]

ond in the intermediate form. The titration curve of quetiapine
emifumarate is shown in Fig. 2 and the calculated s

spKa values
re given in Table 3.

The calculated w
wpKavalue for amiodarone must be compared

ith those derived from different measurements in hydroorganic
edia since this value cannot be determined properly in aqueous

olution, despite the fact we report some values from measure-
ents in aqueous solutions (6.56 [43] and 6.09 [22]). The value

btained in this work is slightly lower than those previously pub-
ished which were extrapolated from high methanol [24,41,42]
ontent solutions. The w

wpKa2 of quetiapine agrees with the val-
es experimentally determined in aqueous solution [14] despite
he fact that the s

spKa2 of quetiapine (7.90) and the s
spKa1 (7.81)

nd s
spKa2 (10.14) of fumaric acid are very close and that there-

ore three concomitant equilibria are involved in the basic part of
itration curve (Fig. 2). Both, the pKa of amiodarone and the pKa2
f quetiapine are attributable to protonated amino groups, and
he w

wpKa values were calculated using coefficients for amines
rom ref. [21]. The w

wpKa1 of quetiapine is due to the proto-
ated nitrogen of a dibenzothiazepine ring and, therefore, there
re no appropriate coefficients to use Eq. (2). However, coeffi-
ients derived for aromatic nitrogens, pyridines [21], were tested
nd results are given in Table 3. The calculated value is slightly
ower than that determined in aqueous solution but it allows a
ood estimation of w

wpKa1 Thus, the procedure used leads to
stimated w

wpKa values of amiodarone and quetiapine consistent
ith those from various experimental approaches from only a
Fig. 2. Titration curve of quetiapine hemifumarate in pure methanol.
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Table 4
s
spKa values of several mono and polycarboxylic acids in methanol

s
spKa1

s
spKa2

s
spKa3

Lactic acid 8.63 ± 0.07 – –
Tartaric acid 7.67 ± 0.03 9.52 ± 0.05 –

Fumaric acid 7.81 ± 0.06 10.14 ± 0.07 –
8.0 [44] 10.4 [44]
– 9.78 [45]

Maleic acid 5.52 ± 0.07 12.64 ± 0.09 –

C
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A

d
d
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(

R

5.9 [46] 13.0 [46] –

itric acid 7.58 ± 0.08 9.56 ± 0.07 11.14 ± 0.12

. Conclusions

It has been demonstrated that the previously published linear
quations with coefficients derived for amines and for nitro-
enated heterocycles can be successfully applied to estimate
he aqueous pKa of several basic drugs from values determined
n pure methanol by capillary electrophoresis or potentiome-
ry. Potentiometry is the faster and simpler method because it
equires solely the electrode standardization that can be carried
ut with ordinary aqueous buffers provided that we know the
alue of the δ parameter, which allows the transfer from the uni-
ersal pH scale to the methanol pH scale. Two representative
rugs were studied, the very insoluble amiodarone and queti-
pine hemifumarate, a drug presented in salt form that required
he determination of the pKa values of fumaric acid in methanol.
he pKa in methanol of other mono and polycarboxylic acids
sed in drug salt preparations was also determined. The aqueous
Ka values of amiodarone and quetiapine were also successfully
stimated by means of the determined values in pure methanol,
s well as the proposed equations, including that for pKa1
f quetiapine whose nitrogen belongs to a dibenzothiazepine
ing.
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bstract

A new approach was explored to purify proteins in a multi-step procedure for the characterisation of proteinaceous materials (casein, animal glue,
nd egg) in artwork samples by gas chromatography–mass spectrometry. High concentrations of inorganic salts, such as azurite, have been found
o impair the determination of protein via amino acid analysis. The effect of varying concentrations of copper-based pigments on the quantification
f amino acids was evaluated through the analysis of replica paintings prepared with the three types of proteinaceous materials. Glycine, aspartic
nd glutamic acids are the amino acids most affected by the presence of copper salts. In the case of high concentration of salts, this interference
ampers the correct identification of the proteins. To eliminate the inorganic salts, a C18 pipette tip was used to clean-up the ammonia extracts
efore the acidic hydrolysis step. The clean-up procedure allows us to prevent the influence of the inorganic salts and thus allows correct protein

dentification, though the quantitative recovery of proteinaceous material is quite low. The effectiveness of the optimised procedure was evaluated
y analysing samples from two Italian wall paintings from the 13th and the 14th centuries. Without the clean-up it would not have been possible
o detect the presence of a mixture of egg and animal glue in one case, and that of egg in the other one.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The importance of technical scientific support for the study
nd conservation of cultural heritage has long been recog-
ised. The analysis of constituent materials remains one of
he main concerns, not only to improve our knowledge of
ulturally significant objects, but also to understand the dete-
ioration processes undergone by the materials and to choose
uitable conservation treatments. Over the centuries, when pro-
ucing pictorial works of art, artists have experimented with
vast range of natural organic substances (proteins, polysac-

haride gums, siccative oils, resins, waxes, etc.) together with
norganic pigments on a variety of substrates [1–3]. A paint-

ng consists of several layers applied on a support (canvas,
anel or wall): each of these layers may comprise one or
ore organic binders with inorganic pigments mixed together

∗ Corresponding author. Tel.: +39 050 2219 305; fax: +39 050 2219 260.
E-mail addresses: ggautier@artic.edu, gwen claire@hotmail.com
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r not. The most common proteinaceous binders found in
aintings are: animal glue, egg and milk or casein. In many
ases, due to the very low amount of organic material present,
he identification of these binding media is a difficult task.
he latter is further complicated by the denaturation and
ging processes that materials have undergone, the presence
f complex mixtures of organic and inorganic substances,
nd the impossibility of physically separating different paint
ayers.

In the particular case of the wall paintings, the difficulty
f protein identification is even greater due to the presence of
he inorganic species in very high concentration. Pigments may
ontinuously interact with the medium mainly through the for-

ation of strong complexes [4–12]. For example, copper ions

n pigments such as azurite1 have a great affinity for complex-
ng amino acids. Others metal ions, including Hg2+, Fe3+, Ni2+,

1 Azurite is composed of basic carbonate copper [Cu(OH)2·2(CuCO3)], and
as an important natural blue pigment during the Middle Ages, the Renaissance,

nd later on.
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a2+, Mg2+, from pigments that may be present in paintings,
an act the same way as copper ions. In addition, amino acids
iffer in their susceptibility to forming metal complexes, and
onsequently proteins subjected to aging will react differently
elative to the type of pigments present. The above-mentioned
nteractions with cations may selectively substract some amino
cids from the analysis or give rise to interferences during the
nalytical pre-treatment and thus may hamper the correct iden-
ification of the proteinaceous binder [13,14]. In fact, a decrease
n the total recovery of proteins from paint layers has been
elated to the presence of these inorganic cations and may be
ue to the reduced solubility of the organic materials because
f cross-linking reactions where cations may be active as cata-
ysts and the formation of stable complexes with the amino acids
2,6,8,10,12–19]. It has been reported that the recovery of egg
rotein significantly decreases when gypsum, calcium oxalate
r both are present [18].

For the reasons discussed so far, the identification of organic
aint constituents and in particular proteinaceous paint media is
till a real challenge for chemists. One of the main difficulties
n the protein analysis lies in the isolation of the proteins from
heterogeneous sample. Analytical procedures based on chro-
atographic techniques have been suggested for the suppression

f interferences due to the presence of inorganic species. These
nclude the extraction of the proteinaceous matter by an ammo-
ia solution [10], the use of a cation-exchange resin [6,10,11,16],
r a chelating agent [12,20]. However, some issues still need to
e resolved. For example, the ammonia extraction is not suitable
or all types of pigments, and generally the desalting proce-
ures used are quite laborious, time-consuming, and may lead
o sample contamination and loss of analytes.

This paper focuses on the optimisation of an analytical pro-
edure for the characterisation of the proteinaceous materials
n wall painting samples and principally on the suppression of
he copper-based pigment interferences in the identification of
hese materials. To achieve this goal, a clean-up system using

C18 micro-column has been adopted to optimise the pub-
ished GC–MS procedure [19]. This step is generally used in

ethods to purify and enrich very low levels of peptides and/or
roteins in the proteomics field, usually before MALDI-TOF
nalyses [21–25], and seems well suited to our case. To study
he influence of the copper-based pigments on the amino acid
etermination and to validate the optimised procedure, a set
f painted replicas based on three proteinaceous binders (egg,
asein, and animal glue) and different concentrations of azurite
as prepared. Finally, to test the effectiveness of the procedure

ncluding the purification step, it was used to analyse a sample
rom pictorial cycles of the crypt of Siena’s Cathedral (Siena,
taly) containing high amounts of the interfering pigment azu-
ite. Although the procedure was only studied with azurite, a
ample from the wall painting of the Magdalena’s Chapel in
he National Museum of Bargello (Florence, Italy) containing
innabar was also analysed in order to test the reliability of the

nalytical procedure in the presence of other possible interfering
ons. In fact, the settled procedure allowed the binder identifica-
ion while without the purification of the proteinaceous materials
t was not possible to obtain any results.

m
a
f
1

lanta 73 (2007) 95–102

. Experimental

.1. Reagents

All the solvents were Baker HPLC grade. Hexadecane
80 �g/g in isooctane), used as an internal standard, and N-
ert-butyldimethylsilyl-N-methyltrifluoroacetamide (MTB-
TFA) with 1% trimethylchlorosilane (TBDMCS) were
urchased from Fluka (USA) and used without any further
urification. Pyridine hydrochloride (PyHCl, purity 98%) was
urchased from Sigma–Aldrich (USA) and used subsequent
o desiccation without any further purification. A standard
olution of amino acids in 0.1N HCl, was purchased from
igma–Aldrich (USA), containing 12.5 �mol/mL of proline
Pro) and Hydroxyproline (Hyp), and 2.5 �mol/mL of aspartic
cid (Asp), glutamic acid (Glu), alanine (Ala), arginine,
ysteine, phenylalanine (Phe), glycine (Gly), hydroxylysine,
soleucine (Ile), histidine, leucine (Leu), lysine (Lys), methion-
ne (Met), serine (Ser), tyrosine (Tyr), threonine, valine (Val).

bi-distilled water solution 80 �g/g of norleucine (Sigma–
ldrich (USA), purity 99%) used as derivatisation internal

tandard for amino acids was prepared, and stored at 4 ◦C.
limentary casein and dried whole egg were purchased from
igma–Aldrich (USA), and animal skin glue from Lefranc
France). The azurite used as pigment for the standard samples
ame from Zecchi (Florence, Italy). Pasteurised whole milk
nd fresh whole egg were bought at a local market.

.2. Equipment

The Omix tip (C18 pipette tip) was purchased from Varian
Milan, Italy). It consists of a 100 �L pipette tip containing a
iniaturised solid phase extraction bed of functionalised mono-

ithic sorbent, with a capacity of 79 �g, inserted inside the
ip.

The Solarbox (1500e RH), purchased from Erichsen (Ger-
any), was used for aging the painted replicas. The conditions

f exposure were 572 h at 20 ◦C, 50% relative humidity (RH),
nd a wavelength range of 295–400 nm.

A microwave oven model MLS-1200 MEGA Milestone
FKV, Sorisole (Bergamo,) Italy) was used for hydrolysis.

A 5890-Series II gas chromatograph (Hewlett Packard,
ilan, Italy), equipped with an on-column injection port and a
ass spectrometric detector mod. 5971 (electron impact 70 eV,

on source temperature 180 ◦C, interface temperature 280 ◦C)
as used for the amino acid analysis. Chromatographic sep-

ration was performed with a chemically bonded fused-silica
apillary column HP-5MS (Agilent Technologies, Palo Alto,
A, USA), stationary phase 5% phenyl–95% methylpolysilox-
ne, 0.25 mm internal diameter, 0.25 �m film thickness, 30 m
ength, connected to 2 m × 0.32 mm internal diameter deac-
ivated fused-silica pre-column. The carrier gas was helium
99.995% purity) at a constant flow of 1.2 mL/min. The chro-

atographic conditions for the separation of silylated amino

cids were as follows: initial temperature 100 ◦C, isothermal
or 2 min, then 4 ◦C/min ramp up to 280 ◦C, and isothermal for
5 min. Chromatograms were recorded both in TIC (Total Ion
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Table 1
Composition of the painted replicas

Sample Whole
milk

Whole
egg

Animal
glue

Azurite Ratio protein:
azurite

Casein
A1 × – – – 1:0
A2 × – – × 3:1
A3 × – – × 1:5

Egg
B1 – × – – 1:0
B2 – × – × 3:1
B3 – × – × 1:5

Glue
C1 – – × – 1:0
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C2 – – × × 3:1
C3 – – × × 1:5

urrent, mass range 50–600) and SIM (Single Ion Monitoring)
ode.

.3. Painted replicas

The painted replicas were prepared by using commercial
hole milk, fresh whole egg, and animal glue. These binders
ere mixed with the azurite powder in various ratios (w/w) as

eported in Table 1 before application on glass slides. Animal
lue was dissolved in warm water; whole milk and whole egg
ere used without any treatment. Before sampling, the repli-

as were kept at room temperature for 1 week in the laboratory.
amples removed from the replicas were stored in glass vials in

he dark.
Subsequent to sampling, the painted replicas were artificially

ged in the Solarbox for 3 weeks prior to the removal of an
aged” set of samples. The average weight of the samples anal-
sed was 0.4 mg.

.4. Italian wall painting samples

Samples of wall paintings were collected from the crypt of
he Cathedral of Siena and from the Magdalena’s Chapel in the
ational Museum of Bargello (Florence).
The wall paintings of the Cathedral of Siena, which date to

285 and are attributed to the great local artist Duccio di Buonin-
egna (1255–1319), were uncovered in 2001 during excavations
f the cathedral foundations and represent 180 m2 of scenes of
he Passion and Resurrection of Jesus. Since the wall paintings

ere protected from damaging dampness and light, the fading of

he brilliant gold, purple, red and blue pigments has not occurred.
ample 63, described in Table 2, was taken from the sky of the
cene of the “Crucifixion”.

3

able 2
escription of the wall painting samples

ample Provenance Description

3 Crypt of the Cathedral of Siena Fragment of the blue sky on the
0 Bargello’s National Museum Wall Paradise: Bright red cloch
lanta 73 (2007) 95–102 97

The pictorial cycle of the Magdalena’s Chapel in the National
useum of Bargello (Florence, Italy) is one of the last master-

ieces of Giotto (1332–1337). The cycle was notably expansive,
bout 500 m2, of which 300 m2 remain. Degradation of Giotto’s
ork is evident mainly due to the harmful effect of water infil-

rations and the lime applied on the paintings during the past.
ample 30, described in Table 2, was taken from the scene of

he Paradise in the entrance of the Magdalena’s Chapel.
In order to isolate the paint layers for analysis, samples col-

ected from the wall paintings were further processed with the
id of a stereomicroscope to remove as much plaster as possible
nd then divided into two sub-samples in order to run the anal-
sis in duplicate. An un-pigmented sample from the plaster was
sed as field blank sample.

.5. Procedure

The analytical method used is based on a GC–MS procedure
19] where a clean-up step and an optimised derivatisation step
or the protein analysis have been added. This part is summarised
s follows:

. Ammonia extraction [200 �L of NH3 2.5 M are used twice
for 2 h at 60 ◦C in an ultrasonic bath]: Proteins contained in
the sample were dissolved and separated from most of the
inorganic salts that may be present.

. Clean-up of the proteinaceous materials: In order to elim-
inate the inorganic salts that may have been dissolved in
ammonia solution, the extracts were purified prior to hydrol-
ysis. The ammonia extracts were dried under a nitrogen
flow and admixed with 1% trifluoroacetic acid (TFA) solu-
tion up to a volume of 100 �L (this volume corresponds to
the volume of the tip). The tip was pre-conditioned with
a wetting and then an equilibration solution (50% acetoni-
trile (ACN)/water and 0.1% TFA solution, respectively).
After conditioning, the sample solution was carefully loaded
on the C18 pipette tip. The organic salts and other un-
retained compounds present passed through the tip, and were
thus removed and discarded. The residual contaminants that
might be weakly bound to the sorbent material were washed
later from the tip with a slightly acidic water rinse using a
0.1% TFA solution. The wash (100 �L) was repeated twice.
Finally, the target proteinaceous material was eluted into a
vial with a slightly acidic, aqueous-organic solvent (75%
ACN/water/0.1% TFA). The complete purification procedure
takes less than 5 min to perform.
. Hydrolysis: The content of the vial was dried under nitro-
gen flow and the residue was subjected to microwave-
assisted vapour-phase acidic hydrolysis [35 mL of HCl 6 M;
T = 160 ◦C; time = 10 min at power 250 W, time = 30 min at

Pigment Sample weight (mg)

right of the cross Azurite, malachite [26] 1.4
e of an ecclesiastic Cinnabar, red ochre [27] 0.6
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power 500 W]. After the hydrolysis, 50 �L of bi-distilled
water was added to the sample. The acidic solution contains
free amino acids.

. Derivatisation: An aliquot of the acidic solution was trans-
ferred to a clean vial. To this 5 �L of 80 �g/g nor-
leucine solution, the derivatisation internal standard, was
added. Contents were evaporated to dryness under a stream
of nitrogen and were subjected to derivatisation with
50 �L of the silylating solution [300 �L of N-methyl-N-
(t-butyldimethylsylil)trifluoroacetamide) (MTBSTFA) + 1%
TBDMCS, 700 �L of pyridine (solvent), 28 mg of pyridine
hydrochloride (PyHCl)]. The derivatisation was performed
at 60 ◦C for 30 min. After the addition of 5 �L of an 80 �g/g
hexadecane solution, to serve as the injection internal stan-
dard, 2 �L were analysed by GC–MS. Quantification of 14
amino acids (Ala, Gly, Val, Leu, Ile, Pro, Met, Ser, Phe,
Asp, Hyp, Glu, Lys, Tyr) was performed by means of cal-
ibration curves. All data are expressed in mole percen-
tages.

. Protein identification: In order to characterise the proteina-
ceous binders, the data evaluation was based on the use of
the multivariate statistical method principal component anal-
ysis (PCA) [6]. Relative percentage values of amino acids
were processed using XLSTAT 6.0 (Addinsoft, France). The

first two components account for 81.5% of the variance. The
database used for the clustering, reported in the literature
[6], considers the following eleven amino acids: Ala, Gly,
Val, Leu, Ile, Pro, Ser, Phe, Asp, Hyp, Glu.

p
s
t
n

Fig. 1. Chromatograms, acquired in Single Ion Monitoring (SIM), of the painted
lanta 73 (2007) 95–102

. Results and discussion

.1. Analysis of the painted replicas

In order to study the influence of the copper-based pigment
zurite on the quantification of amino acids, samples from the
et of painted replicas were analysed without performing the
lean-up step. Fig. 1 reports the chromatograms of samples from
gg-bound painted replicas with different concentrations of azu-
ite. The interference of copper ions on amino acid recovery
s evident from the decrease in peak intensities with increas-
ng proportions of azurite. The internal standard, norleucine,
s affected the same way. Its recovery in the presence of cop-
er salts seems also dependent on the protein analysed: it is
ore likely that the concentration of free copper ions in solu-

ion changes as a function of the type of protein present so that
ifferent amounts of norleucine–copper complexes are formed
ven if the same concentration of copper salts is present in the
eference painted replica. The behaviour of the internal standard
ighlights that copper ions strongly complex the amino acids in
he acidic solution and that the subsequent derivatisation reaction
ith MTBSTFA is partially hampered: basically the norleucine

oncentration decreases with the increasing concentration of the
igment. The extent of norleucine recovery is an index of the

igment interference in the derivatisation reaction. Fig. 2 clearly
hows that the presence of a high proportion of azurite relative
o the proteinaceous binder causes a significant decrease in the
orleucine recovery.

replicas samples containing egg using the procedure without purification.
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ig. 2. Norleucine recoveries in the painted replicas samples using the procedure
ithout purification.

An inspection of the relative mole percentages of amino acids
n the painted replica samples allows the following conclusions
o be drawn:

. As far as the unaged and aged pure materials are concerned,
the amino acid data are in agreement with those cited in the
literature; however, in the aged binders, the most labile amino
acids – lysine (Lys) and tyrosine (Tyr) – are highly depleted
[28].

. In the replica samples containing azurite, glycine (Gly),
aspartic (Asp) and glutamic (Glu) acids are the amino acids
most affected by the presence of the pigment. The intensities
of chromatographic peaks for the above amino acids drasti-
cally decreased, if not disappeared, with an increase in the
concentration of azurite. In samples from the aged replicas,
Ser and Phe were also affected by the pigment interference in
addition to Gly, Asp, and Glu. These amino acids are essen-
tial for the correct identification of the proteinaceous matter:
Gly being present in high concentrations in collagen, and Asp
and Glu being crucial to distinguishing between casein and
egg proteins.
While aging itself does not influence the identification of a
rotein [13], a large amount of azurite may lead to incorrect con-
lusions using the suggested statistical data analysis. The PCA
core plot (Fig. 3) shows the various effects that the increasing

able 3
elative amino acid mole percentages of the set of samples containing egg

ample B1 omix B2 omix B3 omix

la 12.7 11.1 12.6
ly 10.8 8.6 10.2
al 11.8 11.4 11.5
eu 14.9 12.3 11.8

le 8.3 8.6 8.3
et 0.0 0.0 0.0

er 7.1 9.2 7.4
ro 4.8 4.2 2.3
he 6.1 6.8 7.3
sp 11.2 9.6 8.2
lu 11.7 11.9 11.6
ys 0.6 6.1 8.8
yp 0.0 0.0 0.0
yr 0.0 0.0 0.1
ig. 3. PCA score plot of the painted replicas samples analysed using the pro-
edure without purification (the white diamonds are the reference data base, and
he solid diamonds are the actual data).

oncentration of azurite may have on protein identification. Our
bservations are that:

The identification of the casein binder is possible only in
absence of azurite; all the samples containing azurite are
located far away from the casein cluster.
The egg samples without azurite are perfectly located in the
respective cluster. Even though 30% of azurite is present, the
identification of egg protein is plausible based on their relative
proximity to the reference cluster. However, higher concen-
trations of azurite clearly prevents proper identification.
The glue binder may be correctly identified in all cases
although the respective cluster results more scattered. This

is mainly due to the presence of hydroxyproline (marker of
the animal glue), which has a high loading value and PCA
scores do not seem to suffer excessively due to interference
from copper.

B1 aged omix B2 aged omix B3 aged omix

12.3 11.0 9.3
10.7 9.9 11.9

9.2 10.0 10.8
11.6 11.3 13.4

7.5 7.9 9.2
0.0 0.0 0.0
9.3 9.8 9.4
9.0 5.4 3.8
6.8 7.1 7.6
9.2 10.7 9.7
8.9 10.0 9.2
5.1 6.5 4.8
0.0 0.0 0.0
0.5 0.5 0.9
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Fig. 4. PCA score plot of the painted replicas samples analysed using the opti-
mised procedure (the white diamonds are the reference data base, and the solid
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The same set of painted replica samples was analysed using
he protocol that includes the clean-up step of the proteinaceous

aterials. The relative mole percentages of amino acids of sam-
les from the egg-bound painted replicas are reported in Table 3
the values are the average on three replicates). The amino acid
rofiles obtained are similar to the expected ones [28]. The amino
cid percentages were subjected to the statistical method of the
rincipal components analysis. Fig. 4 clearly shows that inclu-
ion of the purification step results in the location of samples in
heir respective reference data clusters.

In conclusion, the analyses show that the incorporation of the
urification step during sample preparation eliminates interfer-
nces from salts and pigments. A reliable identification of the
roteinaceous matter is always achieved, even where there is
xtremely low protein content and high levels of inorganic salts.
owever, it should be noted that the recovery of proteinaceous
aterials tested in the absence of azurite is rather low under

hese experimental conditions. Inclusion of the purification step
esults in a decrease of recovery from about 80% to less than
0%. Experiments are in progress to increase the recovery rate.
.2. Analysis of Italian wall painting samples

The protocol involving the clean-up step was used to anal-
se samples from two Italian wall paintings: sample 63 from

diamonds are the actual data).

ig. 5. Chromatograms, acquired in Single Ion Monitoring (SIM), of samples 63 and 30 analysed with the optimised procedure (solid line, above) and the not
ptimised one (dotted line, below).
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Table 4
Relative amino acid mole percentages of the samples from the Italian wall
paintings analysed with the optimised analytical procedure

Sample 63 30

Ala 26.1 11.0
Gly 24.8 19.3
Val 9.2 8.4
Leu 9.8 9.7
Ile 7.0 7.0
Met 0.0 0.0
Ser 8.5 10.0
Pro 1.4 8.5
Phe 2.8 4.5
Asp 3.2 11.6
Glu 6.1 9.8
Lys 0.5 0.0
Hyp 0.1 0.0
Tyr 0.5 0.2
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promising regarding other types of inorganic salts. The quanti-
of the 14 amino acids recovered (�g) 0.46 0.38

he crypt of Siena’s Cathedral and sample 30 from the National
useum of Bargello (Florence). Although sample 30 did not

ontain a copper-based pigment, it was included in this study
ince no result was obtained when analysed without the purifi-
ation step, that is the derivatisation of its amino acid content
as hampered. This was due to the high amount of mercury that
ay cause severe interferences.
Fig. 5 shows the chromatograms resulting from the analysis

f samples prepared with (solid line) or without (dotted line) the
urification step. Protein identification without the clean-up step
as not possible for either sample due to the interference caused
y the very high amounts of copper and mercury, as highlighted
y the low recovery of norleucine. Table 4 reports the relative
ole percentages of amino acids calculated for samples 63 and

0 analysed with the optimised analytical procedure and the
rotein content corresponding to the sum of the quantified amino
cids expressed in �g.

The protein content recovered in the field blank sample (plas-
er sample) was less than 0.2 �g. Conversely, the protein content
ecovered from wall painting samples 63 and 30, as reported in
able 4, are 0.46 and 0.38 �g, respectively. Based on the analy-
is of laboratory blanks, the detection and quantitation limits of
he protein content of the analytical procedure were determined
o be 0.19 and 0.36 �g, respectively (at statistical significance
evels of 0.05). Since the protein content of the field blank was
he same as the detection limit, the proteinaceous material recov-
red was attributed to the environmental contamination. Since
rotein recovery from samples 63 and 30 exceeded the quanti-
ation limit, the presence of proteinaceous matter may therefore
e attributed to the sample. Examination of the amino acid per-
entages reported in Table 4 suggests the use of animal glue in
ample 63 based on the presence of hydroxyproline (Hyp) along
ith a very high amount of glycine (Gly). However, relatively
igh amounts of valine (Val), leucine (Leu), and isoleucine (Ile)

ndicate the presence of another proteinaceous binder as well.
he amino acid profile of sample 30 was very close to the profile
f an egg protein, although with a notably high amount of Gly.

t
f
a

hite diamonds are the reference data base, and the solid diamonds are the actual
ata).

PCA scores were calculated for both samples and compared
ith those of reference materials. The PCA score plot locates

ample 63 between the clusters of glue and egg binders (Fig. 6).
gain, this might be explained by the presence of both types of
roteinaceous matter. As far as sample 30 is concerned, the PCA
cores allow the classification of the binder as an egg protein. The
ecovery of a relatively high amount of protein and the absence
f Hyp further help in ruling out the presence of glue binder.

The application of the clean-up step to the analysis of sample
0 allowed the identification of the proteinaceous binder. This
esult is very interesting as it highlights the effectiveness of the
urification regarding other pigments as it was expected. In fact,
he clean-up step is based on the fact that proteins are bound to the
18 stationary phase of the pipette tip whereas inorganic salts are
n-retained. Nevertheless, experiments on samples containing
ifferent pigments is still in progress, the optimised procedure
eems to be an excellent method to eliminate interferences from
alts in the protein characterisation.

. Conclusions

The study of works of art and cultural heritage frequently
emands that conservation scientists develop and use advanced
nalytical procedures due to the small size of samples, their
tructural complexity and state of degradation. This paper ful-
ls the goal of reliably characterising proteinaceous media in
all paintings by overcoming interferences due to the presence
f high concentration of azurite and the method appears very
ative recovery of glycine, aspartic and glutamic acids has been
ound to suffer the most from the presence of azurite. As these
mino acids are important in the calculation of PCA scores,
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rrors in their quantification hamper the correct identification of
he proteinaceous binder.

Interference from pigments is eliminated by the introduc-
ion of a new step that purifies the proteinaceous materials by

eans of the C18 pipette tip. The clean-up step is quite rapid –
t can be completed in less than 5 min – and is highly effective,
onsidering that it allows the identification of proteins in sam-
les from wall painting, even when the concentration of salts
s extremely high. The optimised procedure was applied to the
tudy of samples from historic wall paintings in Siena and Flo-
ence. It evidenced the presence of a mixture of egg and animal
lue in the sample containing azurite, and egg in the sample
ontaining mercury, showing the effectiveness of the procedure
ot only on samples containing copper-based pigments.

cknowledgments

The authors would like to thank the Prof. Guasparri and Dr.
anterna (Opificio delle Pietre Dure, Florence) for providing the
all painting samples from the crypt of the Cathedral of Siena

nd from the Magdalena’s Chapel in the National Museum of
argello (Florence).

eferences

[1] R.J. Gettens, G.L. Stout, “Painting Materials”, A Short Encyclopaedia,
Dover, New York, 1966.

[2] J.S. Mills, R. White, The Organic Chemistry of the Museum Objects,
Butterworths, London, 1987.

[3] C. Cennini, Il Libro dell’Arte (XIV) sec., in: R. Simi, Barabba (Ed.),

Lanciano, 1932.

[4] F. Ronca, Stud. Conserv. 39 (1994) 107–120.
[5] R. White, Natl. Gallery Tech. Bull. 8 (1984) 5–14.
[6] M.P. Colombini, R. Fuoco, A. Giacomelli, et al., Sci. Technol. Cult. Her-

itage 7 (1) (1998) 9–58.

[

lanta 73 (2007) 95–102

[7] J. Wouters, M. Van Bos, K. Lamens, Stud. Conserv. 45 (2000) 169–179.
[8] M.P. Colombini, G. Gautier, A. Casoli, E. Campani, M. Schilling, J.

Mazurek, Proceedings of the Organic Materials in Wall Paintings Workshop
& Symposium, Turin, Italy, May 8th–12th, 2006.
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bstract

The main purpose of this study is to develop an inexpensive, simple, selective and especially highly selective modified mixed-oxide carbon paste
lectrode (CPE) for voltammetric determination of Pb(II). For the preliminary screening purpose, the catalyst was prepared by modification of
iO2–Al2O3 mixed-oxide and characterized by TG, CHN elemental analysis and FTIR spectroscopy. Using cyclic voltammetry the electroanalytical
haracteristics of the catalyst have been determined, and consequently the modified mixed-oxide carbon paste electrode was constructed and applied
or determination of Pb(II). The electroanalytical procedure for determination of the Pb(II) comprises two steps: the chemical accumulation of
he analyte under open-circuit conditions followed by the electrochemical detection of the preconcentrated species using differential pulse anodic
tripping voltammetry. During the preconcentration step, Pb(II) was accumulated on the surface of the modifier by the formation of a complex with
he nitrogen atoms of the pyridyl groups in the modifier. The peak currents increases linearly with Pb(II) concentration over the range of 2.0 × 10−9

o 5.2 × 10−5 mol L−1 (r2 = 0.9995).

The detection limit (three times signal-to-noise) was found to be 1.07 × 10−9 mol L−1 Pb(II). The chemical and instrumental parameters have

een optimized and the effect of the interferences has been determined. The Proposed method was used for determination of lead ion in the real
amples.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Among heavy metals, lead is the most commonly encoun-
ered toxic pollutant in the environment as a result of its current
nd previous use in batteries, gasoline, and paints. Lead is
nown to cause health problems, such as digestive, neurolog-
cal, cardiac, and mental troubles. Several techniques have been
mployed for such a purpose [1]. The electrochemical tech-
iques are considered to be low cost, simple, accurate and fast.
nodic stripping voltammetry (ASV) has been widely used for
easurement of heavy metals in various samples because of its

emarkably low (pg/mL) detection limits [2–4]. Other advanta-

eous features of stripping voltammetry include the capability
or simultaneous multi-element determination and instrumenta-
ion that is relatively inexpensive when compared to that required

∗ Corresponding author. Tel.: +98 311 3912351; fax: +98 311 3912350.
E-mail address: rezaei@cc.iut.ac.ir (B. Rezaei).
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or many of the spectroscopic techniques used for trace metal
nalysis. In addition, the possibility of having portable and com-
act instruments for stripping analysis and their low power needs
ake them attractive for onsite monitoring of trace metals, such

s lead.
Derivatization of inorganic solids with organofunctional

roups was widely studied and successfully applied in many
ivergent areas of research [5,6]. This synthetic route is still the
ubject of considerable interest due to the numerous possibilities
f designing new materials, especially by exploiting the versa-
ility of sol–gel chemistry [7,8]. The covalent linkage of organic
oieties to silica-based materials resulted in organic-inorganic

ybrid solids which were so-called ormosils (organically modi-
ed silicates). In contrast to functional polymers, ormosils have
everal advantages such as better mechanical stability, higher

oncentration of the chelating groups at the substrate surfaces,
igher specific surface area, and moreover inorganic materi-
ls are often cheaper than their organic counterparts. Various
reparation methods of ormosils were reported. Basically they
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an be classified into two main categories: the direct graft-
ng of the organofuctional groups onto the silica surface using
ilanol (or even siloxane) groups [9]; and one-pot synthesis of
unctionalized silicas from a mixture of tetraalkoxysilanes and
rganosilanes [7]. Of course these primary procedures can be
ompleted by various secondary modifications (i.e. chemical or
hermal treatments). The chemical modification of silicas was
horoughly reviewed by Vansant et al. [9]. Recently, substan-
ial advances were achieved in this field after the discovery
f a new family of mesoporous silicas (as well as aluminosili-
ates) featuring cylindrical regular mesopores of monodispersed
iameter [10]. Especially, pure silica MCM-41s were pre-
ared and further modifed by grafting organofunctional groups
nto their internal surfaces [11,12]. More recently, the one-
ot synthesis of functionalized MCM-type silicas was also
eported [13,14]. Ormosils have provided numerous analytical
pplications as selective adsorbents [13], stationary phases in
hromatography [15], electrochemical oxidation [16], hydrazine
etermination [17] or for preconcentration of trace metals [18],
n heterogeneous catalysis [19], as well as in biochemistry as
mmobilization supports for enzymes [20,21].

Aminosilane is the most widely used compound of the
rganosilane family [13]. Among many other applications,
olysiloxane-immobilized amine ligands were used for the pre-
oncentration of trace metals from natural waters [22,23]. To
ate, most of the work in this field has been made on amine-
rafted silica gel, and it has mainly applied to the uptake of
opper species. The binding capacity of aminated silica gels for
opper was related to the primary amine content [24]. In this
ase, however, the extent of metal preconcentration was lim-
ted either by the amount of grafted ligand or by the restricted
ccessibility to the chelating sites. It appears therefore inter-
sting to investigate other aminated silicas displaying either
igher ligand loadings (as those obtained from the condensation
f tetraalkoxysilanes and trialkoxysilylpropylamine) or regular
ore channels allowing unrestricted access of the analyte to all
he functional sites (as aminated MCM-41).

In recent years, chemically modified electrodes (CMEs) were
sed for the voltammetric quantification of various organic and
norganic species after their open circuit accumulation [25,26].

uch of the work in this field was directed to exploit the
hemical reactivity of the modifier towards a target analyte
or electroanalytical purpose. Multitudes of modifying agents
ere used either as coatings on solid electrode surfaces or dis-
ersed within a conductive matrix. It is noteworthy that this
ast approach is well suited when using electronically insu-
ating modifiers requiring a direct contact to an electronically
onducting substrate as used in connection with electrochem-
stry. The application of silicates and related mineral materials
n electrochemistry is rather recent and was directed to combine
heir intrinsic properties to selected electrochemical reactions
n order to improve the response of the electrode. In doing so,
lay, zeolite and silica-modified electrodes were prepared, char-

cterized and applied (sometimes tentatively) in various fields
ncluding for example electroanalysis and sensors, electrocatal-
sis, photochemistry, thin-film technology, fuel cells, molecular
ecognition. Many of these investigations are reported in several

t
p

73 (2007) 37–45

ecent reviews and papers [27–31]. Silicates continue to stimu-
ate attention from electrochemists, as expressed by many recent
apers [32–34], indicating a marked actual tendency to exploit
he versatility of sol–gel chemistry in designing new modified
lectrodes mainly based on organically modified silicates.

Chemically modified carbon paste electrodes (CMCPE’s)
re especially useful in the determination of traces of metal
pecies and organic compounds. The analyte is first bound
t the electrode surface via a non-electrochemical interaction
ith the embedded modifier, e.g. chemical reaction or adsorp-

ion process, so that a sensitive and/or a selective accumulation
re achieved. Usually modifiers for the determination of metal
ations are organic polymers [35], complexing agents [36,37],
on exchangers [38], crown ethers [39] or minerals [40,41]. Nor-
ally the modifier is directly embedded in the paste of the

lectrode, which consists of a homogeneous mixture of graphite
nd nujol [25].

A limited number of studies on the use of CMCPEs for
oltammetric determination of Pb(II) have been reported.
hese are CPEs modified with dibenzo-18-crown-6 and
ryptand [39], lichen [42], moss [43], benzoin oxime [44], 1-(2-
yridylazo)-2-naphthol and Nafion [45], and N-p-chlorophenyl-
innamohydroxamic acid [46]. However, some of these
odified CPEs require additional steps for their preparation

42,43,45] or require a medium exchange [46]. While the most
odified CPE requires longer accumulation time (15 min) [43],

ichen modified CPE requires longer renewal time (5 min) and
as a high detection limit (2 × 10−5 mol L−1) [42], dibenzo-18-
rown-6 and cryptand modified CPEs [39] have higher detection
imits (1 × 10−6 and 0.5 × 10−6 mol L−1, respectively), and
-(2-pyridylazo)-2-naphthol and Nafion modified CPE require
onger accumulation times (8 min), suffer from leaching, and
heir regeneration requires recoating of the electrode surface
45]. Furthermore, no systematic interference studies have been
ade on some of these methods and have not been applied to

he determination of lead in real samples [42,45].
This study proposed a new modified supported reagent on

iO2–Al2O3 mixed-oxide. Among different application for this
ew catalyst, we would like to report a new modified carbon
aste electrode which has been prepared by the supported cata-
yst. It has shown a selective preconcentration and quantization
f Pb(II) by differential pulse anodic stripping voltammetry. This
tudy has led to the development of a new modified electrode for
he determination of Pb(II) with improved qualities compared
o the previous studies [39,42,47–49] such as simplicity of elec-
rode preparation, wider linear range, low detection limit, high
electivity and very good stability of modifier.

The TG, CHN and FTIR were employed to characterize the
roperties of the supported catalysts.

. Experimental

.1. Reagents
Di-2-pyridylketone (Aldrich), Aluminiumtri-sec-butylate,
rimethoxy silyl propyl amine (both from Merck), 2,4-
entandione (Merck), tetraethyl orthosilicate (Acros), Spectral
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arbon powder, nitric acid, lead nitrate (Merck) and paraffin oil
Fluka) were used as received. All other chemicals used were
f analytical reagent grade (from Merck, Aldrich or Fluka) and
eionized double distilled water was used throughout.

.2. Instrumentation

A MCPE as working electrode and a standard Ag/AgCl
3 M NaCl) reference electrode, were used in selected exper-
ments. A platinum wire auxiliary electrode and a 75 mL glass
lectrochemical cell were utilized in selected experiments.
lectrochemical measurements were done with a galvano-
otentiostat Behpajooh Co. model BHP2063+. A Metrohm
H-meter (model 691) was used for the pH measurements. Ther-
al gravimetric analysis (TGA) data for the organic compounds
ere obtained by a Mettler TGA-50 under air atmosphere at a

ate of 10 ◦C/min. Elemental analysis was performed by a CHN-
-Rapid Heraeus elemental analyzer (Wellesley, MA). FT-IR

pectra were recorded by an FT-IR spectrophotometer (Jasco-
80, Japan). The spectra of solids were obtained using KBr
ellets. The vibrational transition frequencies are reported in
ave numbers (cm−1).

.3. CPEs and MCPEs preparation and analytical
rocedures

The unmodified CPEs were prepared as follows: 5 g of
eagent-grade graphite powder was taken, washed with ethanol
nd dried under vacuum which was then mixed with 3 mL of
ujol. To modify the CPEs, the graphite powder was mixed with
odifier in various composition ratios, which were 0.0, 2.0, 4.0,

.0, 8.0, 10.0 and 14.0% (w/w) of modifier to graphite powder.
oth unmodified and modified CPEs were packed into a 1 mL
isposable polyethylene syringe (5.0 mm, i.d.) that had been cut
ff at the end. Electrical contact to the paste was established via
thin Pt wire passed through the syringe piston. The fresh sur-

aces were obtained by polishing the electrode on a clean paper
ntil they showed a smooth and shiny appearance after every
easurement.
.4. Recommended procedure

SiO2–Al2O3 (1/1) was used as the support. This support
as prepared by the sol–gel method. Aluminum tri-sec-butylate

3

2

Scheme 1
73 (2007) 37–45 39

97%) and tetraethyl orthosilicate (98%) were used as the
recursors, and 2,4-pentandione (H-acac) as the complex-
ng agent. Appropriate amounts of Aluminum tri-sec-butylate
nd tetraethylorthosilicate were dissolved in the solvent, n-
utanol. The solution was heated to 60 ◦C. The components
ere thoroughly mixed. Then the solution was cooled down

o room temperature, and H-acac as the complexing agent was
dded. This clear solution was hydrolyzed with deionized water
11.0 mol H2O/mol alkoxide). The solutions were left overnight
o hydrolyze the alkoxides, yielding transparent gels. The trans-
arent gels were dried at 110 ◦C to remove water and solvent,
nd then calcined at 500 ◦C for 5 h to remove the organics. The
upport is denoted as SiO2–Al2O3 (1:1).

SiO2–Al2O3 (1:1)-supported aminopropyl (compound 1)was
repared by refluxing SiO2–Al2O3 (1:1) (5.2 g) with various vol-
mes of trimethoxysilylpropylamine (5.7 mL, 7.0 mL, 10.5 mL
nd 12.0 mL) in dry dichloromethane (100 mL) for 24 h. The
olid was filtered off, washed with methanol and dried at
00 ◦C.

Then we added di-2-pyridyl ketone and a catalytic amount
f acetic acid to a suspended solution of SiO2–Al2O3 (1:1)-
upported aminopropyl in dry methanol. The mixture was
efluxed for 24 h to make a Schiff base (compound 2) on the
urface of the mixed-oxide (a bi-dentate ligand). This Schiff
ase introduces sites for interaction of the metal pollutants with
he catalyst. On the other hand the Schiff base is active on
he surface of the electrode, so it can attend in electrochemical
eactions.

Consequently the mixed-oxide carbon paste electrodes were
onstructed using different ratio of mixed-oxide and carbon
aste, and used for determination of Pb(II). The cyclic voltam-
etry has been applied from 0.000 to −1.100 V versus Ag/AgCl
ith scan rate of 100 mv/s. The instrumental and chemical condi-

ions were optimized. The cyclic voltammograms were obtained
n nitric acid solution (pH 3.05), the preconcentration time
nd accumulation potential were determined to be 360 s and
0.500 V versus Ag/AgCl reference electrodes, respectively.

. Results and discussion
.1. Characterization

In a part of this work we have investigated the reaction of di-
-pyridyl ketone with monolayer of trimethoxysilylpropylamine

.
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influence of various substances as potential interference com-
pounds on the determination of this pollutant was studied under
the optimum conditions.

Fig. 1. Cyclic voltammograms of (a) modified carbon paste electrode without
0 M. Ghiaci et al. / T

TMSPA) formed on amorphous SiO2–Al2O3 mixed-oxide
Scheme 1). Infrared spectroscopy serves as a main investigation
ool, supported by TG, and elemental analysis.

It is shown that attachment proceeds by formation of imine
t the di-2-pyridyl ketone (DPK) carbonyl group. Moreover,
he thermal stability of resultant TMSPA-DPK monolayer was
nvestigated by TG with view to identify routes for further appli-
ations.

Investigation of mid-IR spectra of aluminosilicate powder
efore modification, after modification with TMSPA, and after
urther reaction with DPK shows a notable changes associ-
ted with TMSPA modification including weakening of free
ilanol O–H stretch at 3744 cm−1, consistent with formation
f TMSPA–silicate siloxane bonds, and appearance of primary
mine stretches at 3303 and 3370 cm−1, C–H stretch bands in
he 2800–3000 cm−1 region and, less prominently, NH2 bend
t 1600 cm−1, CH2 bend at 1470 cm−1, and Si–CH2 bend at
412 cm−1. Spectral features arising from subsequent powder
odification with DNK are discussed below.
The attachment mechanism between DNK and TMSPA

onolayer was investigated using IR spectroscopy. The –N–H
tretch doublet became very week, signifying near complete
bsence of primary amines. This observation is attributed to
heir incorporation into imine bonds with DNK residues. The
romatic C–H stretching at 3100 and 3080 cm−1 and the band
t 1580 cm−1 are attributed to the aromatic moieties of DNK
esidues. The band appeared at 1660 cm−1 is also attributed to
he stretching vibration of the C N bond.

Elemental analysis showed that the addition of DNK to sur-
ace amines was not stoichiometric; rather, DNK coverage was
onsistently less than that of TMSPA (the nitrogen content of
he catalyst was 5.1 wt.% after loading the surface with TMSPA
nd 9.1 wt.% after formation of the Schiff base). From these
ata one can calculate that the luminosilicate support bearing
.1 × 10−2 TMSPA residues/nm2, and after reaction with suffi-
ient DNK, creating 6.5 × 10−3 molecules of Schiff base/nm2

f powder surface.
The DTG curves of the various samples have been investi-

ated. The TMSPA–SiO2–Al2O3 sample shows three separate
eight loss steps. The first, small (around 6%, w/w) step

ppearing at temperature <150 ◦C corresponds to the release
f water (i.e., adsorbed water on the inner and outer surface).
he second step (about 150–350 ◦C) can be attributed to the
ater loss from the condensation of adjacent Si–OH groups

o form siloxane bonds (around 5%, w/w). The third weight-
oss (about 360–590 ◦C) amounts around 15% (w/w) is related
o the decomposition of the TMSPA moiety. The main oxida-
ive desorption of the TMSPA takes place in the range of
50–485 ◦C. The DTG curve of TMSPA–DPK–SiO2–Al2O3
ample also shows three weight loss steps, however the heights
f them are different. The first step amounts around 4% (w/w),
hich is about that for the sample TMSPA–SiO2–Al2O3, dis-

ussed previously. From this it might be suggested that the

rganic template has not been released in this step. Probably
he decomposition of the Schiff base starts at about 200 ◦C and
he weight-loss from this temperature to 692 ◦C is around 30%
w/w).

l
p
t
5
t

Scheme 2.

.2. Adsorptive and voltammetric characteristics of the
b(II)-modifier complex

The active sites for the interaction of the mixed-oxide with
etals have been shown in Scheme 2. It is obvious that this

ubstrate can react with metals and provide a fixed substrate for
etals for the electrochemical redox reactions. Therefore the
odified carbon paste electrode has been prepared and applied

or electrocatalytic determination of Pb(II).
Construction of modified mixed-oxide electrode made an

pportunity for determination of Pb(II) selectivity in optimal
onditions mentioned in recommended procedure.

Cyclic voltammogram in nitric acid media (at the pH 3.05),
nder optimal conditions, shows cathodic and anodic peaks,
hich makes it possible to determine this cation. Although the

yclic voltammetry technique is limited for determination of
ear 10−6 mol L−1, but in the presence of mixed-oxide modi-
er peak current rapidly increased and therefore the detection

imit decreased. Finally the calibration curve was plotted and the
ead(II) preconcentration (b) unmodified carbon paste electrode with lead(II)
reconcentration (c) modified carbon paste electrode with lead(II) preconcen-
ration. Condition: 0.0010 mol L−1 HNO3 (pH 3.05), lead(II) concentration,
.0 × 10−7 mol L−1; preconcentration time, 5.0 min; CVs scanned from −1.100
o 0.000 V vs. calomel reference electrode and scan rate, 100 mV s−1.
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ig. 2. Effect of percentage of modifier on the peak current. Conditions as Fig. 1.

The cyclic voltammograms were obtained for the unmodi-
ed CPE and the Modified CPE in the presence of lead(II) and
ithout lead(II). There were no redox peaks in the CV of the
odified CPE without Pb(II) (Fig. 1(a)) and unmodified CPE in

he presence of 5.0 × 10−7 mol L−1 of lead(II) (Fig. 1(b)). The
odified CPEs interacting with 5.0 × 10−7 mol L−1 of lead(II)

howed an anodic peak at −0.408 V versus calomel reference
lectrode (Fig. 1(c)).

.3. Optimization of the experimental conditions

.3.1. Influence of percentage of modifier
The dependence of Ip,a on the various volumes of trime-

hoxysilylpropylamine immobilized on SiO2–Al2O3 (see com-
ound (1)) was examined over the range of 5.7–12.0 mL (5.7 mL,
.0 mL, 10.5 mL and 12.0 mL) The highest peaks were obtained
ith 10.5 mL of trimethoxysilylpropylamine immobilized on
iO2–Al2O3 mixed-oxide and this optimal percentage used for
lectroanalysis of lead(II). Then the dependence of Ip,a on the
ercentage of modifier (compound (2)) was examined over the
ange of 2–14% (Fig. 2). The highest peaks were obtained with

% of modifier in the carbon paste.

It is shown that Ip,a increases with increasing modifier per-
entage up to 6%, Ip,a was increased because the pyridil sites for
dsorption of lead were increased (see Scheme 2). Further incre-

i
s
−
a

Fig. 3. The effect of (a) HNO3 on the peak current and (
73 (2007) 37–45 41

ent of modifier concentration, resistance of MCPE increased,
hus Ip,a was decreased.

.3.2. Influence of media and HNO3 concentration
Preliminary experiments showed that a better peak shape and

higher peak current were obtained in KClO4 as an electrolyte.
hus 0.13 mol L−1 KClO4 was chosen as suitable electrolyte for

urther studies.
The modified CPE was found to work well in acidic solu-

ions. The effect of nitric acid concentration (and pH) on the
eak current of a 5.0 × 10−7 M Pb(II) solution was studied in the
ange 1.0 × 10−5 to 2.0 × 10−2 mol L−1 (Fig. 3(a)). The max-
mum peak current was observed for 0.0010 mol L−1 solution.
s a result, Ip,a is strongly dependent on the pH value. It is

ound from Fig. 3(a) that the greatest Ip,a is produced at the
H 3.05 (=0.0010 mol L−1 HNO3), because in the high acidic
edia (lower than pH 3.05) pyridil groups of modifier should

e protonated and therefore Ip,a was decreased. Therefore, a
.0010 mol L−1 nitric acid solution was used for the fixed accu-
ulation potential and voltammetric measurements of Pb(II)

ons.
The anodic peak potential depends on nitric acid concentra-

ion (pH) of solution (Fig. 3(b)).

.3.3. Influence of deposition time
The dependence of the variation of peak current on

he changes in the deposition time was examined in a
.0 × 10−7 mol L−1 Pb(II) solution (pH 3.05). Anodic currents
ncreased rapidly as the deposition time increased from 0.0 to
.0 min, afterward, the anodic currents decreased slowly, prob-
bly owing to the interaction sites between the Pb(II) ion and
he active sites of the electrode surface should be saturated after
.0 min.

.3.4. Influence of accumulation potential
The dependence of Ip on the accumulation potential was

xamined over the range of (−0.800) to (−0.100) V ver-
us calomel reference electrode. A maximum peak current

s obtained at the accumulation potential of −0.500 V ver-
us calomel reference electrode. An accumulation potential of
0.500 V versus calomel reference electrode was employed for

ll subsequent work (see Fig. 4).

b) pH on the potential. Other conditions as Fig. 1.
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redox activity in roughly the same potential range as Pb(II)-
organically SiO2–Al2O3 mixed-oxide-CPE and existing in real
samples. The results show that 1000-fold excess of these ions
have not interferences on the determination of Pb(II).

Table 1
Change in ASV peak current of 5.0 × 10−7 mol L−1 Pb2+ in the presence of
5.0 × 10−4 mol L−1 of other ions

Interfering ion Change in peak
current (%)

Ag+ +0.07
Hg2+ −0.19
Cu2+ −0.34
Cd2+ −1.10
ig. 4. The effect of accumulation potential on the peak current. Other conditions
s Fig. 1.

.3.5. Influence of scan rate
The scan rate was varied from 10 to 500 mV s−1. The vari-

tion of the peak intensity with the scan rate was studied. An
pproximately linear relationship was found between the peak
ntensity and the square root of the scan rate (r2 = 0.9801) from
0 to 100 mV s−1 (see Fig. 5). Therefore scan rate of 100 mV s−1

as used for further studies.
In summary, the optimum conditions for the analysis of Pb(II)

ons were attained as follows: deposition solution of pH 3.05;
omposition of MCPE of 6% (w/w), deposition time of 5.0 min
nd accumulation potential of −0.500 V versus calomel refer-
nce electrode. In the CV, the scan rate was fixed at 100 mV s−1

ith consideration of the sensitivity.

.4. Calibration graph, reproducibility, detection limit and
tability

The linear range for Pb(II) determination was evaluated
nder the optimum experimental conditions. The peak currents

ncreases linearly with Pb(II) concentration over the range of
.0 × 10−9 to 5.2 × 10−5 mol L−1 with the correlation equation:
p (�A) = (1.0204 ± 0.09) × 10−3 CPb − (1.0616 ± 0.14) × 10−4

ig. 5. Effect of scan rate on the peak current. Other conditions as Fig. 1.
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ith r2 = 0.9995 where CPb is the molar concentration of Pb(II).
he detection limit (three times signal-to-noise) was found to be
.07 × 10−9 mol L−1 Pb(II). Statistical treatment of the results
btained by nine determinations of 1.0 × 10−5, 1.0 × 10−6,
.0 × 10−7 mol L−1 of Pb(II) gave a relative standard deviation
ower than 3.90%.

The stability of a single chemically modified carbon-paste
lectrode was tested by using of this electrode for reading peak
urrent (after polishing the electrode surface in each determina-
ion) over a period of five months. Statistical treatments of the
esults show that by using the testing electrode, the maximum
elative standard deviation for interday determination was 0.3%
nd after 5 months was1.5%.

.5. Interference studies

The selectivity of the chemically modified carbon-paste
lectrode containing organically SiO2–Al2O3 mixed-oxide eval-
ated by intentionally introducing concentrations of other metal
ons as interferences into Pb(II) solutions during preconcentra-
ion. The experimental data are listed in Table 1. These ions were
hosen because they might reasonably be expected to exhibit
e3+ −0.09
i2+ −0.31
n2+ +0.25

n2+ −0.43
a+ +0.71
+ +1.02
a2+ −0.11
a2+ +0.08
l3+ −0.06
i+ −0.04
i3+ +0.07
a3+ −0.09
n2+ +0.29
3+ −0.23
5+ −0.13
e2+ 0.03
o6+ −0.02

r4+ +0.01
r3+ −0.09
2− −0.21
l− +0.56
− +0.18
CN− −0.31
r− +0.58
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Table 2
Comparison of figure of merit of the present work with other studies

Detection limit Linear range mol L−1 Interferent Reference

9.7 × 10−9 2.4 × 10−8 to 4.8 × 10−6 – [43]
1.0 × 10−8 2.0 × 10−8 to 2.4 × 10−5 No [46]
8.0 × 10−8 1.0 × 10−7 to 1.0 × 10−6 S2− [50]
4.8 × 10−9 4.8 × 10−9 to 7.2 × 10−8 NRa [51]
5.0 × 10−9 1.0 × 10−9 to 1.0 × 10−6 NR [52]
4.0 × 10−7 (0–15) × 10−6 NR [53]
2.0 × 10−6 5.0 × 10−6 to 1.0 × 10−1 no [54]
4.0 × 10−7 (0–50) × 10−6 NR [55]
4.8 × 10−8 4.8 × 10−7 to 4.8 × 10−3 Al3+, Ag+, Cu2+, Hg2+ [56]
1.8 × 10−5 5.8 × 10−5 to 1.0 × 10−2 Hg2+ [57]
7.0 × 10−8 1.0 × 10−7 to 1.0 × 10−2 Hg2+ [58]
6.0 × 10−7 1.0 × 10−6 to 1.0 × 10−1 Hg2+ [59]
NR 4.8 × 10−9 to 1.2 × 10−8 Co2+, Cd2+, Hg2+, Cu2+ [60]
1.0 × 10−8 1.0 × 10−7 to 1.5 × 10−5 Hg2+, Ni2+ [61]
4.8 × 10−8 9.6 × 10−8 to 3.8 × 10−7 K+, Na+, Ba2+, Hg2+, Fe3+, Cu2+ [62]
1.0 × 10−10 4.8 × 10−9 to 7.2 × 10−7 no [63]
1.0 × 10−9 2 × 10−9 to 1.06 × 10−5 Tl+, Ag+, Cu2+, Mn2+, Al3+, Cd2+, Zn2+, Bi3+, Ba2+ [37]
1.2 × 10−7 1.2 × 10−7 to 9.6 × 10−7 Cd2+, Cu2+ [31]
– 4.8 × 10−6 to 7.2 × 10−5 NR [64]
1.8 × 10−8 4.8 × 10−7 to 2.4 × 10−5 Na+, K+, Cl−, NO3

− [65]
2.4 × 10−8 1.2 × 10−7 to 1.2 × 10−6 Zn2+, Ni2+, Fe3+, Cd2+, Hg2+, Cu2+ [66]
1.78 × 10−8 NR Co2+, Fe3+, Ni2+, Cu2+, Mn2+, Cr3+ [67]
9.6 × 10−9 (0–2.5) × 10−5 Mn2+, Hg2+, Zn2+, Cu2+, Ni2+, Fe3+, Cd2+, NO2

−, PO4
3−, I−, Br−, F− [68]

8.6 × 10−9 2.4 × 10−8 to 1.9 × 10−7 NR [69]
6.0 × 10−6 1.0 × 10−5 to 1.0 × 10−2 Ag+, K+, Li+, Na+, Fe3+, Cu2+, Ba2+, Ni2+, Cd2+ [47]
2.5 × 10−6 6.3 × 10−6 to 3.16 × 10−3 Ag+, Hg2+ [70]
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.07 × 10−9 2 × 10−9 to 5.15 × 10−5 No

a NR means not reported

.6. Response characteristics

In Table 2, response characteristics of the proposed method
re compared with those obtained by recently reported meth-
ds. It can be seen from Table 2 that Ag+ [37,56,4,70],
g2+ [56–62,66,68,70], Cu2+ [31,37,56,60,62,66–68,47], Cd2+

31,37,60,66,68,47], Fe3+ [62,66–68,47], Ni2+ [61,67,68,47],
n2+ [37,67,68], Zn2+ [37,66,68], Na+ and K+ [62,65,47], Ba2+

62,47], Al3+ [37,56], Li+ [47], S2− [50], Cl− [65], Br− and F−
68] which strongly interfere with some other lead sensors have
egligible interference with the present sensor (see Table 1).
he results showed that this modified mixed-oxide is suitable
or determination of the Pb selectively.
As shown in Table 2, the proposed method in this work has

n excellent linear dynamic range and detection limit. However,
here are a few reports in the literature [46,54,63] which have

e
o

able 3
etermination of Pb(II) in the spiked tap water sample

ample Added
(×10−7 mol L−1)

Found by proposed method
by normal calibration method
(×10−7 mol L−1)

ap water

0.0 –
3.0 3.17 ± 0.057
5.0 5.18 ± 0.024
7.0 7.13 ± 0.043
9.0 8.73 ± 0.076
Present work

epresented a good selectivity and detection limits in regard to
easuring the Pb2+ without any interference, but the advan-

age of our method in comparison to those methods is the
xtension of the linear range and presenting a lower detec-
ion limit. Although Malakhova et al. [63] reported a better
etection limit (1.0 × 10−10 mol L−1) in comparison to pro-
osed method (1.07 × 10−9 mol L−1), but in the present work,
he limit of quantitation is lower and the linear range is much
roader.

.7. Determination of lead(II) in the spiked and real water
nd waste water samples
In order to evaluate the performance of modified carbon paste
lectrode by practical analytical applications, the determination
f lead(II) was carried out in tap and “zayande rood” river water

Found by proposed method
by standard addition method
(×10−7 mol L−1)

Found by AAS method by
standard addition method
(×10−7 mol L−1)

– –
3.10 ± 0.044 3.13 ± 0.114
5.12 ± 0.019 4.88 ± 0.173
7.01 ± 0.054 6.79 ± 0.084
8.90 ± 0.038 9.21 ± 0.128
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Table 4
Determination of Pb(II) in the real water and waste water samples

Sample Found by proposed method by normal
calibration method (×10−7 mol L−1)

Found by proposed method by standard
addition method (×10−7 mol L−1)

Found by AAS method by standard
addition method (×10−7 mol L−1)

R 5.03 ±
S 1.81 ±
E 0.49 ±
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[
[

iver water 5.39 ± 0.08
teel complex waste water 23.76 ± 0.128 2
lectroplating waste water 32.77 ± 0.320 3

ample without of any pretreatment. The lead(II) concentration
as determined by the standard addition technique. It should
e mentioned at this point that the reason for using the stan-
ard addition technique is to compensate the matrix effect from
ndustrial wastes and river water samples that contain high con-
entrations of nitrate ions and other foreign ions as high as over
housand times of lead(II) concentration. Hence, for determina-
ion of lead(II) the these samples by calibration method the inter-
erences of these ions impose errors on lead(II) determination.

oreover, it is clear that there is not such difficulties in deter-
ining lead(II) in tap water because of the simplicity of matrix

n these samples. Table 3 shows comparative determination of
ead(II) in tap water sample by the proposed method and atomic
bsorption spectrophotometric method. The mean percentage
ecoveries of the added lead(II) were found to be 102.03 ± 0.93,
01.19 ± 0.74 and (100.32 ± 2.45) × 10−7 mol L−1 for calibra-
ion method, standard addition method (using the proposed

ethod) and atomic absorption spectrophotometric method
using standard addition method), respectively. The results for
ther real water and waste water samples are summarized in
he Table 4. The assessment by Student’s t-test did not show
statistically significant difference between the methods used

95%). These observations and results have confirmed that
he modified carbon paste electrode can be used for practical
nalysis.

. Conclusions

Anodic stripping voltammetry analysis utilizing the modified
arbon paste electrode for the determination of lead dissolved
n aqueous solutions has been demonstrated. This CMCPE can
lso be used as a relatively simple, selective, sensitive and quick
ethod to determine lead(II) in polluted and industrial waste
ater. Since there is no leaching out of the electrode because
f insolubility of the supported reagent on SiO2–Al2O3 mixed-
xide; in aqueous solution, a single electrode surface can be used
or multiple analytical determinations over several weeks. The
oltammetric response was linear in the concentration range of
.0 × 10−9 to 5.2 × 10−5 mol L−1 for 5.0 min preconcentration
ime at fixed accumulation potential. The MCPE presented here
as a wider linear range and a lower detection limit than the
eported methods, and specially is not interfered significantly
y other metal ions. The proposed MCPE was applied success-

ully to the analysis of tap and river water. The present work
llustrates the interest of SiO2–Al2O3 mixed-oxide, chemically

odified with a Schiff base covalently attached to the backbone,
or designing a new highly selective electrode modifier liable to
e applied to chemical sensing.
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0.07 5.11 ± 0.170
0.265 21.74 ± 1.011
0.121 30.42 ± 1.075
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bstract

A simple spectrophotometric method is presented for the sequential determination of inorganic arsenic (As) species in one sample. It is based on
he sequential arsine generation from As(III) and As(V) using selective medium reactions, collection of the arsine generated in an absorbing solution
ontaining permanganate and ethanol at 5 ◦C and subsequent reduction of permanganate by arsine. The decrease in permanganate absorbance at
24.2 nm is monitored for As determination. The acetic acid/sodium acetate and HCl mediums were used for selective arsine generation from
s(III) and remaining As(V) in one solution, respectively. The effect of interferences and their possible mechanisms were discussed. Interferences
rom transition metal ions were removed by using a Chelex 100 resin. Under optimized conditions, the established method is applicable to the
etermination of 3–30 �g of each arsenic species. Good recoveries (96–102%) of spiked artificial sea water, tap water and standard mixtures of
s(III) and As(V) were also found. The method is simple, accurate, precise and environmental friendly.
2007 Elsevier B.V. All rights reserved.
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. Introduction

In recent years, there has been growing interest in the anal-
sis and speciation of arsenic (As) species, owing to their high
oxicity and abundance in the environment. Hydride genera-
ion (HG) is a well known technique for determination of As
pecies in a wide range of samples, as has been highlighted
y several reviews [1–4]. A number of analytical techniques
ased on the HG exist for As determination, such as atomic
bsorption spectrometry [5], atomic emission spectrometry [6],
tomic fluorescence spectrometry [7], ICP-mass spectrometry
8], gas diffusion flow injection with electrochemical detection
9]. These methods benefit from high sensitivity and low detec-
ion limit, but need sophisticated instrumentation, optimization

f different parameters and expert hands. On the other hand, the
pectrophotometric method can be regarded as a simple method
hat can be used for most commercial laboratories. Two classic

∗ Corresponding author. Tel.: +98 811 8228313; fax: +98 811 8272404.
E-mail address: mhashemi@basu.ac.ir (M. Hashemi).
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anate

pectrophotometric methods have been described for determi-
ation of As using HG. These methods are based either on
he colour reaction of arsine with silver diethyldithiocarbamate
SDDC) in an organic base-chloroform solution or trapping of
rsine in an alkaline iodine solution in which As is determined
y the molybdenum blue (MB) method [10,11]. These meth-
ds deal with expensive and toxic substances, involve several
teps and suffer strong interferences from coexisting ions. In
pite of disadvantages of the classic SDDC and MB methods,
nly a few attempts have been made to replace these methods.
ecently Gosh and co-worker described a spectrophotometric
ethod for total inorganic As determination based on the in situ

olour bleaching of methylen blue in micellar medium by arsine
n an one-pot system[12]. However, the use of micellar medium
or absorbing of arsine cause a troublesome foaming in con-
entional HG system in which the generated hydride has been
ransported by a carrier gas. Also, Cardwell and co-worker used

pervaporation-flow injection (PFI) system for determination of
s based on the transportation of arsine across a semi-permeable
embrane into a static acidic permanganate solution [13]. In

omparison with the conventional HG system, the PFI system
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as certain disadvantages. It requires optimisation of several
arameters and the sensitivity of the measurements is limited
y the lifetime and thickness of the membrane used. Also the
H range of HG reaction is limited, so that the efficiency of
G severely decreases in the pH range of grater than 2, there-

ore selective generation of arsine from different inorganic As
pecies by exploiting the pH dependence is impossible [13,14].
onventional HG has easier performance, however the trapping
fficiency of arsine in permanganate is nearly zero in this system
11].

This study reports a simple colorimetric method for selective
etermination of inorganic As species based on the reduction of
ermanganate by the arsine generated in a conventional HG sys-
em. The decrease in colour intensity of permanganate is a direct

easure of the arsenic concentration. Speciation of As(III) and
S(V) was carried out by selective HG from As(III) and As(V)

rom different reaction mediums. The interference effects and
heir possible mechanisms were investigated. The interferences
rom transition metal ions were overcome by separation with
helex 100 resin. The method is simple and free from toxic

eagents.

. Experimental

.1. Apparatus

A schematic diagram of the analytical system used is shown
n Fig. 1. This system consists of a hydride generator and a
hermostated arsine trapping U-tube, containing 2 mm diame-
er glass beads. A lead acetate scrubber was placed in the inlet
rm of the U-tube for absorbing any hydrogen sulfide which
ay be generated during hydride generation. A peristaltic pump

Ismatec) furnished with tygon pumping tubes was used for

ntroduction of the sample, acid and NaBH4 solution into the
ydride generator. A glass column (200 mm × 10 mm) packed
ith 100 mm height of Chelex 100 resin was used for off-

ine separation of transition metal ions. All spectrophotometric

ig. 1. The schematic diagram of the analytical system: (A) flow meter; (B)
eristaltic pump; (C) hydride generator; (D) three-way valve; (E) waste; (F)
hermostated ice bath; (G) glass beads; (H) absorbing U-tube; (I) lead acetate
crubber; (J) two-way valve.

a
t

3

3

u
a
i
a
t
r
o
w
2
c
b
a
i
l
1
d

anta 73 (2007) 166–171 167

easurements were made with a Shimadzu UV-265 spectropho-
ometer.

.2. Reagents

Analytical grade reagents and doubly distilled water were
sed throughout the analysis. Stock solutions (1.000 g/l) of
s(III) and As(V) were prepared by dissolving appropriate

mounts of As2O3 in 0.1 M NaOH and Na3AsO4 in 0.1 M HCl.
otassium permanganate stock solution (1 × 10−2 M) was pre-
ared by dissolving 0.1584 g of KMNO4 in 100 ml of distilled
ater. This solution was kept on a steam bath for about an hour,

ooled, filtered and stored in the dark. The working solutions
ere freshly prepared by appropriate dilution of the stock solu-

ions. The NaBH4 solution was prepared daily as 1% (m/v)
olution in 0.1 M NaOH. A sodium acetate (0.1 M)–acetic acid
uffer solution was used for the adjustment of sample pH to 5.

.3. Procedure

For determination of As(III), the pH of sample solution was
djusted to 5 with sodium acetate/acetic acid buffer and intro-
uced into the generator flask. The absorber U-tube immersed
n the ice bath was filled with 8 ml of 0.8 mM KMNO4 and
fter 1 min, 2 ml ethanol was added to it. Then 1 ml of 1% (m/v)
aBH4 was introduced into the generator. The arsine formed

rom As(III) was purged by a stream of N2 gas at a flow rate
f 20 ml/min and transported into the absorber U-tube, in which
rsine reduces the permanganate. After 5 min, the decrease in
he absorbance of the permanganate solution was monitored
t 524.2 nm. Then, for determination of remaining As(V), the
bsorber U-tube was refilled with permanganate and ethanol
nd 5 ml of 5 M HCl introduced into the generator followed by
further 2 ml of 1% (m/v) NaBH4. After 5 min the decrease of

he permanganate absorbance was monitored at 524.2 nm.

. Results and discussion

.1. Indicator reaction

The spectrophotometric methods for determination of As
sing conventional HG involve trapping of the arsine gener-
ted in an absorbing medium containing spectrophotometric
ndicator and other species for increasing the efficiency of the
rsine trapping and/or catalysing the indicator reaction. Due
o reducing property of arsine, the reaction of arsine with
edox indicators can be used for colorimetric determination
f As. Permanganate is an inexpensive and standard oxidant
hich has self indicating quality. A concentration of only about
× 10−6 M permanganate is sufficient to form a perceptible
olour in solution. When it is completely reduced by arsine,
ecomes colourless. Then, the decrease in the permanganate
bsorbance can be a direct measure of As. The preliminary exam-

nation has shown that the absorbance of MnO4

− solution has a
inear calibration range up to 10−3 M. Thus a concentration of
0−3 M MnO4

− was selected for subsequent studies. With intro-
uction of the arsine generated from 5, 10 and 20 �g of As(III)
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Fig. 2. The effect of ethanol concentration on the �A value of 10 �g of As(III).
C
p
(

t
r
s

3

4
8
t
g
o

3

The effect of sample volume was investigated in the range
10–50 ml. The sensitivity was constant in the range 10–30 ml
and then decreased at higher sample volumes, indicating that the
efficiency of hydride separation from generator was incomplete.
68 M. Hashemi, P. Modasse

nto MnO4
− solution, no considerable and reproducible changes

n absorbance were observed. This is in line with the finding of
eto and co-workers who demonstrated that the absorption effi-

iency of arsine in MnO4
− solution is nearly zero [11]. The spot

est by filter impregnated with AgNO3 showed that an amount
f arsine escape from absorber U-tube. This may be due to
ither low solubility of covalent arsine in aqueous medium at
oom temperature or slow reaction rate of arsine with MnO4

−.
ecreasing the flow rate of carrier gas and addition of different

urfactants (TX-100, SDS and CTAB) for increasing the solu-
ility of covalent arsine in aqueous absorbing medium had no
eneficial effects. Furthermore, addition of surfactant caused a
roublesome foaming. Also, addition of common redox cataly-
ers such as iodine monochloride (ICl) and KI and decreasing the
H of MnO4

− solution for catalysing the indicator reaction were
ound ineffective. Ethanol can also increase the solubility and
eactivity of arsine in aqueous mediums [15,16]. In present case,
ddition of different amounts of ethanol to absorbing solution
t room temperature was found to be an impractical alterna-
ive, because the methodological blank enhanced due to the fast
xidation of ethanol by MnO4

−. Since the oxidation rate of
thanol can be reduced at low temperatures, the absorber U-
ube was immersed in the thermostated ice bath and �A values
or blank measurements were studied at different temperatures
anging from 0 to 25 ◦C. The results of this study showed that the
A value of 10−3 M MnO4

− in 20% ethanol after 10 min was
early zero up to 5 ◦C and then increased slightly up to 10 ◦C and
nally increased sharply at higher temperatures. Therefore, the
bsorber U-tube was kept at 5 ◦C for subsequent investigations.
lso the effect of the ethanol on the possible shift of the maxi-
um absorbance wavelength of the MnO4

− (λmax) was studied.
he results showed that the λmax of MnO4

− did not alter in the
resence of ethanol.

.2. Effect of the ethanol concentration

Ethanol concentration can affect the blank and sample mea-
urements. Preliminary experiments showed that the �A values
or blank measurements were negligible up to 30% (v/v) ethanol
oncentration. Therefore, the effect of ethanol concentration in
he range of 5–30% (v/v) on the �A value for 10 �g As(III) was
nvestigated (Fig. 2). Results show that the �A value increases
ith increasing ethanol concentration up to 20% (v/v) and

hen leveled off with further increases in ethanol concentration.
herefore a 20% (v/v) ethanol concentration was selected for
ubsequent studies.

.3. Effect of MnO4
− concentration

MnO4
− concentration can affect the blank and sample

easurements. Preliminary studies showed that the �A value
or the blank measurements was nearly zero up to 10−3 M

nO4
− and then increased with increasing of MnO4

− concen-

ration, indicating that ethanol oxidized by MnO4

−. Therefore
he effect of MnO4

− concentration was studied in the range
× 10−4 to 1 × 10−3 M (Fig. 3). The results show that the

ensitivity increases with increasing MnO4
− concentration up

F
A

onditions: MnO4
−, 1 mM; reaction time, 10 min; indicator volume, 8 ml; tem-

erature, 5 ◦C; N2 flow rate, 20 ml/min; sample acidity, 0.02 M, NaBH4, 1%
w/v); sample volume, 30 ml.

o 8 × 10−4 M and maximum sensitivity is obtained over the
ange 8 × 10−4 to 1 × 10−3 M. Therefore this concentration was
elected for further studies.

.4. Indicator volume and reaction time

The effect of indicator volume was examined in the range
–12 ml. The maximum sensitivity was obtained over the range
–12 ml. At lower indicator volumes, the efficiency of the arsine
rapping decreased. The effect of reaction time was also investi-
ated in the range of 4–12 min. It was found that a reaction time
f 5 min was sufficient to obtain maximum sensitivity.

.5. Sample volume and N2 gas flow rate
ig. 3. The effect of MnO4
− concentration on the �A value of 10 �g of As(III).

ll other conditions are as in Fig. 2.
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Table 1
Selective determination of As(III) and As(V) in standard mixtures

Mixture (�g) Determined (�g) Recovery (%)

As(III) + As(V) As(III) As(V) As(III) As(V)

15 + 0 14.7 ± 0.2 – 98 –
10 + 5 10.2 ± 0.2 4.7 ± 0.3 102 94
5 + 10 5.2 ± 0.2 9.6 ± 0.3 104 96
0 + 15 – 14.6 ± 0.2 – 98
– a a
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C
grater than 100-fold excess. The interferences of transition metal
ions on HG based on NaBH4 reduction is well known [2]. The
results of interference study from transition metal ions are shown
in Table 2. Except for Hg(II), the investigated metal ions gave a

Table 2
Effect of interferences on the determination of 10 �g As(III) and As(V) in the
presence of 1000 �g foreign ions

Ion Recovery (%)

As(III) As(V)

Ag(I) 20 60
Cd(II) 92 101
Co(II) 96 99
Cu(II) 0 36
Fe(III) 40 88
Hg(II) >400 >486
M. Hashemi, P. Modasser

lso, the effect of N2 flow rate was investigated in the range
f 10–30 ml/min. The optimum N2 flow rate was found to be
0 ml/min. This flow rate was sufficient to ensure that the transfer
f reaction mixtures to absorption U-tube did not occurred. At
igher flow rates, the pressure increased significantly and caused
eakage.

.6. Sample acidity

HCl is generally used for arsine generation, in most HG
ystems. The effect of the HCl concentration on the arsine
eneration from 10 �g of As(III) was investigated in the
ange 2 × 10−5 to 2 × 10−2 M. The sensitivity increased with
ncreasing HCl concentration up to 2 × 10−4 M and maximum
ensitivity was obtained over the range 2 × 10−4 to 2 × 10−2 M.

.7. Analytical figures of merit

A linear calibration graph was obtained over the range
–30 �g of As(III) with the linear regression equation
A = 0.009C + 0.0221 (C, �g As) and correlation coefficient
= 9991. An absolute detection limit (3Sb) of 0.34 �g and a
oncentration detection limit of 0.034 �g ml−1 were obtained
sing a 10 ml sample volume. The precision (R.S.D.) for five
eplicate determination of 10 �g As(III) was 1.3%.

.8. Speciation study

There are few papers about the speciation of As(III) and
s(V) using different reaction mediums [16–20]. The most com-
on procedures are based on the selective generation of arsine

rom As(III) and total inorganic As in the separate samples. Then
s(V) can be determined by difference [16–19]. As(III) and
s(V) can be converted to arsine in HCl and/or thiogloycollic

cid mediums with high chemical yield [16–20]. Furthermore,
he use of dimethylformamide [21], acetic acid/sodium acetate
uffer solution (pH 5) [16–20] and masking agents such as F−
22] and Zr(II) [23] were proposed to suppress the evolution
f arsine from As(V). In this study the possibility of sequential
etermination of As(III) and As(V) using acetic acid/sodium
cetate buffer solution (pH 5) for selective arsine generation
rom As(III) in the presence of As(V) and HCl medium for
rsine generation from remaining As(V) in a single sample was
xamined. Preliminary experiments showed that the sensitivity
f As(III) measurements in HCl mediums (pH < 2) and acetic
cid/sodium acetate buffer solution (pH 5) under same experi-
ental conditions were same and there was no difference in the

erformance of two mediums for arsine generation. When As(V)
olution was used in place of As(III) solution, no discernible
hanges in absorbance were observed in acetic acid/sodium
cetate buffer medium (pH 5). Investigation of the presence of
s(V) on the determination of As(III) showed that As(V) did
ot affect the determination of 10 �g As(III) within 100-fold

xcess. Therefore, this medium was used for selective genera-
ion of arsine from As(III) in the presence of As(V). Investigation
f arsine generation from remaining As(V) showed that addition
f 5 ml of 5 M HCl and 2 ml of 1% (w/v) NaBH4, respectively,

M
M
N
Z

– – 99 97

ll results: mean + S.D. based on five replicate analyses.
a Mean recovery.

as sufficient to ratio of the �A value for 10 �g As(V) to that of
0 �g As(III) reach to unite. The efficiency of the sequential HG
rom As(III) and As(V) by different mediums in a single anal-
sis was compared with replicate measurements (n = 5) of �A
alues for 10 �g of each As species. The t-test showed that there
as no significant difference (p = 0.05) between �A values and

herefore sequential hydride generation efficiencies from As(III)
nd As(V). The results of this study showed that the sensitiv-
ty of the sequential determination of As(III) and As(V) is the
ame and the kinetic problem in arsine generation from differ-
nt inorganic species is not important. This indicates that arsenic
n both states have similar response and can be determined by
ingle calibration curve in one sample solution. Table 1 shows
he results of selective determination of As(III) and As(V) in the

ixture of standard solutions. The average recoveries of As(III)
nd As(V) were found to be 101 and 96%, respectively. Achieved
ampling rate for selective determination of As(III) and As(V)
as 8 samples h−1.

.9. Interference effects

The effect of various ions on the determination of 10 �g of
s(III) and As(V) were investigated. Alkaline and alkaline earth

ons and common anions such as Cl−, Br−, I−, PO4
3−, SO4

2−,
H3COO− and tartarate did not interfere up to and possibly
o(VI) 96 103
n(II) 91 100
i(II) 56 80
n(II) 89 100
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Table 3
Results (mean + S.D. based on five replicate analysis) of determination of As(III) and As(V)

Sample Added (�g) Found (�g) Recovery (%)

As(III) As(V) As(III) As(V) As(III) As(V)

Tap watera 0 0 nd nd
5 5 4.7 ± 0.3 4.6 ± 0.4 94 92

10 10 9.6 ± 0.2 9.4 ± 0.3 96 94
15 15 14.7 ± 0.2 14.4 ± 0.3 98 96

Artificial sea waterb 5 5 4.9 ± 0.2 4.7 ± 0.3 98 94
10 10 9.8 ± 0.2 9.6 ± 0.3 98 96
15 15 15.2 ± 0.2 14.6 ± 0.3 101 97

a Collected at the Bu-Ali Sina University.
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b Composition of artificial sea water [10]: NaCl, 0.4266 mol/kg; KCl, 0.0105

ever suppressing effect. The positive interference of Hg(II) is
ue to generation of Hg vapors under the experimental condi-
ions and bleaching of permanganate by Hg vapors that increases
he apparent recovery of the As species. The mechanism of the
ther interfering ions can be explained by interaction of arsine
enerated with reduced form of the metals or corresponding
etal borides. Also, the catalytic effect of interfering metal ions

n the decomposition of tetrahydroborate can be considered as
nother possible mechanism. There are differences in interfer-
nce pattern and therefore interference magnitude for As(III) and
s(V). Generally, As(V) is more vulnerable to interferences than
s(III) in most common procedures. However, Table 2 shows

hat the interference magnitude for As(V) is smaller than As(III).
his is due to more solubility of transition metal precipitates in
Cl medium in which arsine generation from As(V) is carried
ut. On the other hand, the rate of NaBH4 hydrolysis is signifi-
antly enhanced in the presence of transition metal ions at pH 5
24] in which arsine is generated from As(III). The separation of
ransition metal ions with Chelex 100 is well known. The abil-
ty of Chelex 100 to remove metal ions depends on the sample
H and has a maximum value above pH 4 [25]. Since this abil-
ty is well consistent with experimental conditions of speciation
rocedure, the off-line separation of transition metal ions with
helex 100 prior to HG was selected as the most straightforward
ay to overcome transition metal interferences. For removal of

ransition metal ions, the pH of sample solution was adjusted to
and passed through the Chelex 100 column at a flow rate of
ml/min. The pH of collected sample was adjusted to 5 again
nd analysed by presented procedure. The results showed that
he absolute errors in As(III) and As(V) recoveries were less
han 3% in all cases. Although, the adjustment of the sample pH
o 5 with acetate buffer appears to be a limitation, but it offers
he possibility of chemical speciation and increases the perfor-

ance of Chelex 100 for removal of the transition metal ions.
or providing the same ability of the column for all experiments
nd also in order to avoid the column saturation, it is better to
egenerate the column for each experiment by passing a solu-

ion of 0.1N HNO3 and distilled water from column. Also, the
nterferences from hydride forming elements were investigated.
b(III), Sn(II), and Se(IV) for As(III) and Sb(V) and Se(VI) for
s(V) gave significant positive errors when present at an equiv-

m
c
b
f

g; CaCl2, 0.0107 mol/kg; MgCl2, 0.0551 mol/kg.

lent concentration. On the other hand Pb(II) and Bi(III) could
e tolerated (<5% interference) within 25- and 10-fold excess,
espectively. These interferences may be due to generation of
elated hydrides under experimental conditions and reaction of
hem with permanganate. Investigation of the prior cleanup of
ample with Chelex 100 showed that the tolerance level (<5%
nterference) of Pb (II), Bi(III) and Sn(II) increased up to 100-
100- and 10-fold excess, respectively. No improvement was

ound for Sb(III), Sb(V) and Se (II).

.10. Application to water analysis

Since there are no interferences from major consistent of
ater samples and interferences of transition metal ions can
e overcome by separation with Chelex 100, this method is,
pecially, suitable for water analysis by simple standard calibra-
ion. Since no standard reference material with certified values
or As(III) and As(V) are currently available, the spiked artifi-
ial see water and tap water were prepared to demonstrate the
eliability of the method for determination of As(III) and As(V).
he results summarized in Table 3 show the high selectivity and
xcellent recovery for sequential determination of As (III) and
s(V).

. Conclusion

A new spectrophotometric method has been developed for
equential determination of inorganic arsenic species in �g level.
t is based on the arsine generation and colour bleaching of per-
anganate in the presence of ethanol at low temperature. The

ecrease in colour intensity of permanganate is a direct mea-
ure of the arsenic concentration. The arsenic speciation can be
erformed by sequential HG using selective medium reactions.
cetic acid/sodium acetate (pH 5) buffer medium has been used

o achieve a selective arsine generation from As(III) in the pres-
nce of As(V). Then, the remaining As(V) has been converted
o arsine in HCl medium. The main advantage of the presented
ethod is that the selective determination of As(III) and As(V)
an proceed in the same solution. The mutual interferences
etween two arsenic species are insignificant and interferences
rom transition metal ions were removed by using Chelex 100
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esin. The method is simple, precise, accurate and environmen-
al friendly which can be used for most commercial laboratories.
uture work in this area will concentrate on adoption of the pre-
ented procedure to a flow injection arrangement. Considerable
dvantages may result form this, including increased sample
hroughput, improved precision and extended range of tolerable
oncentration from interfering ions.
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bstract

S-Nitrosothiols (RSNO) have been proved to be potent smooth muscle relaxants and inhibitors of platelet aggregation. It has been reported as
he best candidate for the endogenous storage and transport of nitric oxide (NO) in vivo. Sensitive determination of RSNO in biosamples seems
o be of great significance. In this work, a novel spectrofluorimetric method is proposed to determine RSNO. An excellent fluorescence probe
,3,5,7-tetramethyl-8-(3′,4′-diaminophenyl)-difluoroboradiaza-s-indacence (DAMBO) is used to label RSNO. The derivatization reaction performs
n aqueous medium at 30 ◦C for 15 min in the presence of 1.0 × 10−4 mol L−1 Hg2+. The derivative is detected by fluorescence at an emission
avelength of 507 nm with excitation at 498 nm. The response is a linear function of concentration in the range of 6.0–400.0 × 10−9 mol L−1. The

etection limit is 1.2 × 10−10 mol L−1 (S/N = 3). The method is applied to determine RSNO in the blood of healthy persons and patients suffering
rom cardiovascular diseases. Recoveries of RSNO from spiked blood samples are between 97.52 and 102.81%. The studies indicate that the
ethod presented here is rapid, simple, sensitive and feasible.
2007 Elsevier B.V. All rights reserved.
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. Introduction

S-Nitrosothiols (RSNO), which can be formed from nitrosat-
ng agents derived from acidic nitrite [1], have been suggested
o mediate certain aspects of signal transduction [2]. These
ompounds exhibit NO-like biological actions such as vasodi-
ation and inhibition of platelet aggregation. They also have
een proved to be key intermediates in the action of vari-
us nitrovasodilating compounds such as sodium nitroprusside
nd nitroglycerin [3,4]. Furthermore, report shows that S-
itrosothiol proteins might serve as a circulating source of
O [5]. Further studies reveal that S-nitrosoproteins are pro-
uced during various phases of the immune response [6].

herefore, S-nitrosothiols constitute an important class of com-
ounds, whose analysis may aid in understanding the biology
f RSNO.

∗ Corresponding author. Tel.: +86 27 68762261; fax: +86 27 68754067.
E-mail address: hshzhang@whu.edu.cn (H.-S. Zhang).
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oi:10.1016/j.talanta.2007.02.031
ramethyl-8-(3′,4′-diaminophenyl)-difluoroboradiaza-s-indacence

However, because RSNO is an intermediate of NO metabo-
ites, its process of metabolizability is very complex and easy to
e influenced by many factors in vivo. So it is very difficult
o sensitively and selectively determine RSNO in biosam-
les by common methods. Some analytical methods for the
etermination of RSNO are developed. These mainly include
pectrophotometry [7,8], chemiluminescence [9], electrometric
ethods [10,11], chromatography [12–14] and spectrofluorime-

ry [8,15], etc. Due to its good sensitivity and selectivity,
pectrofluorimetry for RSNO determination have been rapidly
eveloped. In spectrofluorimetric methods, RSNO is either
hemically reactive or a catalyst for several types of chemical
eactions on products, with a subsequent effect on the fluores-
ence properties (development, inhibition, or enhancement) in
ither a direct or an indirect way.
In 1958, Saville had reported that mercury ion displaces NO
rom S-nitrosothiols [16].

RSNO
Hg2+
−→2NO + RSSR
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K.-J. Huang et al. /

any people have successfully determined S-nitrosothiol in a
umber of biological systems according to this strategy [5,6].
t is reported that the fluorescence probes containing vici-
al aromatic diamines, such as diaminonaphthalene (DANs),
iaminofluoresceins (DAFs) and diaminorhodamine (DARs),
an rapidly trap NO to form triazole and fluoresce strongly
17,18]. Some researchers have used DANs to successfully
etermine RSNO in biosamples [19,20]. However, the emission
avelength of DAN is about 450 nm which will be influenced
reatly by the self-fluorescence of biosamples in the determina-
ion of RSNO.

As one kind of important fluorescent probes, difluorobora-
iaza-s-indacenes (BODIPY) has advantages of high extinction
oefficients, high fluorescence quantum efficiency, stability to
ight and availability in a wide range of pH [21–24]. It has been
emonstrated that o-phenylenediamine with electron-donating
ubstituents causes greater inhibition of the fluorescence
ncrease and o-phenylenediamine derivatives with high electron
ensity are essential for improvement of the probe’s sensitivity
25]. It also has been reported that 1,3,5,7-tetramethyl BOD-
PYs exhibit highest fluorescence in BODIPY analogues [26].
n these views, 1,3,5,7-tetramethyl-8-(3′,4′-diaminophenyl)-
ifluoroboradiaza-s-indacene (DAMBO) will exhibit very low
uorescence but its derivative may fluoresce highly in BOD-
PY analogues. Although DAMBO has been synthesized and its
eactivity with NO has been studied [25], it has not been used in
nalysis of RSNO in blood. Therefore, in this work, DAMBO
s chosen and firstly used to detect RSNO in human blood by
pectrofluorimetry.

. Experimental

.1. Apparatus

A RF-5000 spectrofluorimeter (Shimadzu, Japan) equipped
ith a 1 cm × 1 cm quartz cell was employed for the fluorescence

ntensity measurements. Absorption spectra were recorded with
Shimadzu (Kyoto, Japan) UV-1601 spectrophotomerer. pH

alue of solutions was measured using a Mettler Toledo DELTA
20 meter (Mettler-Toledo, Greifensee, Switzerland).

.2. Chemicals and reagents

Glutathione (GSH) (reduced form, free acid 98–100%) and
ysteine (CYS) (hydrochloride monohydrate) were obtained
rom Sigma Chemical Company (St. Louis, MO, USA).
AMBO was synthesized in our lab according to the ref. [25].
he stock solution of 1 × 10−4 mol L−1 DAMBO was pre-
ared in methanol. Phosphate buffered saline (PBS) consisted
f 10.0 g L−1 NaCl, 0.25 g L−1 KCl, 1.44 g L−1 Na2HPO4,
.25 g L−1 KH2PO4 and adjusted to pH 7.4.
All other reagents were of analytical reagent grade and
btained from Shanghai Chemical Reagent Co. (Shanghai,
hina) and all solutions were stored in the dark at 4 ◦C. The
ater used was purified in a Milli-Q water purification system

Millipore, Billerica, MA, USA).
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.3. Preparation of RSNO

RSNO was prepared fresh for each experiment by incubat-
ng 100 mM thiol (GSH or CYS) with 100 mM sodium nitrite
n the presence of 250 mM HCl and 0.1 mM EDTA for 30 min
t room temperature. The solutions rapidly turned red upon
xposure to water, forming the corresponding RSNO. Previous
tudies have established that essentially no nitrite remains in the
itrosothiol solutions using this synthetic method [27]. These
tock solutions were stored on ice. The final concentrations
ere determined using the reported extinction coefficients at
34–338 nm for GSNO (ε334 nm = 780 mol−1 cm−1), CYSNO
ε334nm = 900 mol−1 cm−1) [16,28].

.4. Determination of RSNO

Two milliliters of 2.5 × 10−5 mol L−1 DAMBO was trans-
erred to a 10 mL volumetric flask. Two milliliters of
BS, 0.05 mL of 4 × 10−4 mol L−1 GSNO and 1 mL of
× 10−3 mol L−1 Hg2+ were added and the solution was
iluted to the mark with water. The mixture was kept at
0 ◦C for 15 min. The fluorescence intensity was measured at
ex/λem = 498/507 nm against a reagent blank carried through

he same procedure except for the addition of RSNO.

.5. Preparation of samples

0.5 mL of blood samples were collected from healthy volun-
eers and patients treated at the Hospital of Wuhan University,
espectively. Six healthy persons, six hypertension patients and
ix hyperlipidemia patients were included in this study. All the
lood samples were obtained by venipuncture using sodium cit-
ate as an anticoagulant (3.15%, final concentration) and kept
n ice in the dark. The experiments showed that nitroso com-
ounds did not decomposed within 1.5 h during storage. After
ubbling oxygen to exclude NO for 5 min, the blood samples
ere added into the solutions that contained 2 mL of DAMBO

2.5 × 10−5 mol L−1) and 2 mL of PBS. Then 1 mL of Hg2+

1 × 10−3 mol L−1) solution was transferred into the above mix-
ure and diluted to 10 mL with water and stood for 15 min
t 30 ◦C. The whole solution was centrifuged for 10 min at
000 rpm for removing deposit. The supernatant was taken out
nd determined with the proposed method.

. Results and discussion

.1. Fluorescence properties of DAMBO and its RSNO
erivative

GSNO reacts with DAMBO and yielded an intensely fluo-
escent triazole derivative DAMBO-T is shown in Fig. 1. The
aximum excitation wavelength of DAMBO is at 496 nm and

ts emission wavelength is at 505 nm. The maximum excita-

ion wavelength of the DAMBO-T is at 498 nm following the
mission wavelength at 507 nm.

It has been reported that the probe which contains two
icinal diamines nitrosated by N2O3 at its vicinal amino moi-
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Fig. 1. Fluorescence spectra of DAMBO and the triazole CDAMBO = 5 ×
10−6 mol L−1, CGSNO = 2 × 10−6 mol L−1, 1: is excitation spectrum of DAMBO
at 505 nm emission wavelength; 1′: is emission spectrum of DAMBO at 496 nm
excitation wavelength; 2: is excitation spectrum of the triazole at 507 nm emis-
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0.36%.
ion wavelength; 2′: is emission spectrum of the triazole at 498 nm excitation
avelength. The slit of excitation and emission are 3 and 3 nm, respectively.

ties, an internal diazotation reaction takes place that leads to
ormation of the corresponding triazole, the reaction is asso-
iated with a lowering of the energetic charge-transfer state
elow the ground state of the fluorophore, and it removes the

uenching effect of the benzoic structure and allows the fluo-
ophore to fluoresce efficiently. DAMBO is a probe that contains
wo vicinal diamines. In comparison with highly fluorescent

s
b

Fig. 2. Reaction of RSN
ta 73 (2007) 62–67

,3,5,7-tetramethyl-8-phenyl-difluoroboradiaza-s-indacene, the
uorescence of DAMBO becomes very weak (Φfl = 0.001)
ecause the two neighboring electron-donating groups, -NH2,
ttached to the phthalic ring of 1,3,5,7-tetramethyl-8-phenyl-
ifluoroboradiaza-s-indacene cause a great inhibition of the
uorescence. However, when the electrondonating groups
re transformed into less electron-donating groups, the flu-
rescence will recover. In fact, when DAMBO reacts with
O, the formation of the triazole, DAMBO-T increases the
uorescence intensity remarkably (Φfl = 0.40) [25]. This phe-
omenon has also been observed by Munkholm et al. in
he conversion of fluoresceinamine from amine to amide
29].

When mercury ion displaces NO from RSNO, the NO rapidly
eacts with O2 to form N2O3. Then DAMBO captures N2O3 to
orm high fluorescence triazole. The reaction process is shown as
ig. 2. A sensitive spectrofluorimetry of RSNO can be developed
ased on the reaction.

Because the stability of DAMBO and its derivative may
reatly influence the reproducibility and sensitivity of RSNO
etermination, the stability of DAMBO and its RSNO deriva-
ive at room temperature has been investigated. DAMBO and
AMBO-T solution were placed at room temperature for 60 h,

espectively. The results showed that the fluorescence intensity
f DAMBO and its RSNO derivative decreased by only 0.48 and
Furthermore, DAMBO has been reported to have high sen-
itivity and to selectively react with NO [25], so it also can
e used to sensitively and selectively detect RSNO in complex

O with DAMBO.
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Table 1
Effect of different metal ions on fluorescence intensity

Metal ions (0.1 mM) Fluorescence intensity
(with metal ion)

Fluorescence intensity
(without metal ion)

Hg(II) 618.28 12.15
Cu(II) 548.54 12.12
Pb(II) 12.49 12.15
Zn(II) 18.76 12.15
Fe(II) 12.91 12.18
Fe(II) 14.68 12.12
Co(II) 12.99 12.12
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effect of diverse ions on the determination of GSNO has been
n(II) 14.11 12.15
d(II) 25.89 12.15

iosamples. All these properties made DAMBO preferable in
he determination of RSNO.

.2. Optimization of derivatization conditions

.2.1. Effect of metals
It has been reported that some metals can decompose RSNO

29]. A variety of metal ions were exposed to the solutions
hat contained 2 × 10−6 mol L−1 GSNO and 5 × 10−6 mol L−1

AMBO. Table 1 showed that no other metals except Cu(II) and
g(II) ions caused obvious increase of fluorescence of the above

olution at 507 nm. Trace amounts of copper ion and mercury
on can catalyze the decomposition of S-nitrosothiols [30,31].
lthough Cu2+ was less toxic than Hg2+, Hg2+ was more effi-

ient in displacing NO from GSNO. In order to improve the
ensitivity of the method, Hg(II) ion was selected for further
xperiments.

.2.2. Effect of DAMBO concentration
DAMBO concentration had effect on the fluorescence inten-

ity (Fig. 3). The maximum of fluorescence intensity appeared
t the DAMBO concentrations of 4.0–6.0 × 10−6 mol L−1.
or reducing the eventual interference, 4 × 10−6 mol L−1 of
AMBO solution was chosen for the following experiments.
.2.3. Effect of Hg(II) ion concentration
Hg(II) ion was an important factor to effectively decom-

ose RSNO. When its concentration was too low, it cannot

ig. 3. Effect of DAMBO concentration CGSNO = 2 × 10−6 mol L−1;

Hg2+ = 1 × 10−4 mol L−1; reaction time, 15 min; reaction temperature, 30 ◦C.

s
a
s

F
C
2

ig. 4. Effect of Hg2+ concentration CGSNO = 2 × 10−6 mol L−1; CDAMBO = 5
10−6 mol L−1; reaction time, 15 min; reaction temperature, 30 ◦C.

ompletely decompose RSNO. However, when its concen-
ration was too high, it was superfluous and then may be
angerous to the health of human. Therefore, its effect on the
uorescence intensity has been investigated in detail. It was
ound that the fluorescence intensity reached the maximum in

concentration that ranged from 0.8 to 1.2 × 10−4 mol L−1

Fig. 4). Then 0.8 × 10−4 mol L−1 Hg(II) ion concentration was
hosen.

.2.4. Effect of reaction time and temperature
Time and temperature were both critical factors in the reaction

f DAMBO and RSNO. The effect of time and temperature on
he fluorescence intensity is shown in Fig. 5. When the reaction
as carried out at 30 ◦C, the fluorescence intensity reached the
aximum. The reaction temperature at 30 ◦C was used. The
uorescence intensity was stable after 15 min. The reaction time
f 15 min was selected for further experiments.

.3. Effect of foreign ions

To evaluate the selectivity of the proposed method, the
tudied. Known quantities of the diverse ions were added to
fixed amount of GSNO, and then the fluorescence inten-

ity of the mixture was determined. The ions that cause an

ig. 5. Effect of reaction time and temperature CGSNO = 2 × 10−6 mol L−1;

DAMBO = 5 × 10−6 mol L−1; CHg2+ = 1 × 10−4 mol L−1; (�), 10 ◦C; (�),
0 ◦C; (�), 30 ◦C; (�), 40 ◦C.
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Table 2
Effect of foreign ions

Foreign ion Tolerance (�g L−1)

Ca2+ 40000
Mg2+ 30000
Zn2+ 20000
BSA 24000
Cys 21000
GSH 20000
NO3

− 100000
NO2

− 40000
SO4

2− 40000
CO3

2− 50000
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Table 4
Comparison of detection limits for determinations of RSNO

Method/reagent(s) used Detection
limit (nM)

References

Chemiluminescence 10 [9]
HPLC 200 [10]
HPLC 1 [37]
HPLC 500 [38]

HPLC/o-phthalaldehyde 3 [39]
Electrometry 20 [40]
Electrometry 50 [41]

Spectrofluorimetry/2,3-diaminonaphthalene 100 [42]
Spectrofluorimetry/2,3-diaminonaphthalene 150 [43]
Spectrofluorimetry/DAMBO 0.12 This paper

Table 5
Analytical results of the samples

Sample Added
(10−7 mol L−1)

Found
(10−7 mol L−1)

R.S.D (%)
(n = 6)

Recovery
(%)

Healthy human
(1) 0.00 11.23 2.42

10.00 20.98 2.75 97.52
(2) 0.00 11.20 2.46

10.00 20.95 2.70 97.59
(3) 0.00 11.26 2.53

10.00 21.13 2.78 98.74
(4) 0.00 11.24 2.31

10.00 21.38 2.56 101.42
(5) 0.00 11.32 1.94

10.00 21.55 2.61 102.30
(6) 0.00 11.18 1.89

10.00 21.09 3.04 99.12

Hypertension
(1) 0.00 4.24 1.89

4.00 8.35 2.10 102.81
(2) 0.00 4.26 1.94
DTA 150000
O4

3− 100000

rror less than ±5% in the determination of 2 × 10−6 mol L−1

SNO are given in Table 2. When present in relatively
arge to moderately large mass excess, 12 cations, anions and
omplexing agents had negligible interference in the determi-
ation of GSNO. The study revealed that the tolerance limits
or these ions were larger than their concentrations in real
amples.

.4. Method validation

Under the optimized conditions, the analytical quanti-
ation of GSNO with proposed method has been carried
ut. According to the fluorescence intensity of ana-
ytes, a linear relationship was observed in the range of
.0–400.0 × 10−9 mol L−1 (γ = 0.9995). The linear regression
quation was Y = 14.78X + 18.07 (Y was the fluorescence inten-
ity and X was the concentration of GSNO (1 × 10−9 mol L−1)).
he limit of detection (S/N = 3) was found to be 0.12 nmol L−1.
he inter-day and intra-day precision (relative standard devia-

ion, R.S.D.) and accuracy (relative error, R.E.) of the proposed
ethod for spiked samples were studied at four quality control

evels. The results (Table 3) showed that the R.S.D.s and R.E.s

ere all below 2.38 and 1.80%, respectively. The results showed

hat the proposed method was more sensitive than other known
ethods (Table 4).

able 3
recision and accuracy for the determination of GSNO in intra- and interday
nalysis

oncentration
nown (nM)

Concentration found (nM) R.S.D. (%) R.E. (%)

Intra-day analysis (n = 6)
6.0 6.09 1.42 1.45

30.0 30.24 1.36 0.80
80.0 178.58 1.22 −0.79
00.0 396.72 1.12 −0.82

Inter-day analysis (n = 6)
6.0 6.11 2.38 1.80

30.0 30.37 2.05 1.24
80.0 181.66 1.90 0.92
00.0 403.44 1.85 0.86

4.00 8.36 2.70 102.41
(3) 0.00 4.20 2.56

4.00 8.11 2.67 97.68
(4) 0.00 4.16 2.35

4.00 8.14 3.01 99.62
(5) 0.00 4.12 1.98

4.00 8.05 2.46 98.32
(6) 0.00 4.24 2.15

4.00 8.28 2.60 100.89

Hyperlipidemia
(1) 0.00 4.28 2.89

4.00 8.22 3.12 98.42
(2) 0.00 4.26 2.36

4.00 8.21 2.87 98.78
(3) 0.00 4.28 2.46

4.00 8.24 3.10 99.12
(4) 0.00 4.32 2.48

4.00 8.23 2.54 97.64
(5) 0.00 4.24 2.31

4.00 8.34 2.64 102.41
(6) 0.00 4.26 1.89

4.00 8.21 2.72 98.74
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.5. Application to blood

It was reported that the number of deaths caused by cardio-
ascular diseases could reach more than 1.5 million every year
n China [32]. Obviously, cardiovascular diseases would be the
reatest threat to the human health. Human blood obtained from
he healthy individuals and patients were chosen as the targets
or the proposed method analysis.

The proposed method was applied to the determination of
race RSNO in the blood samples including healthy persons,
ypertension patients and hyperlipidemia patients. After all the
lood samples were obtained, bubbling oxygen was performed
o exclude NO from the samples. The experiments showed that
min of bubbling oxygen was enough to remove the interference
f NO. Then all samples were analyzed for six times using the
ame recommended procedure and conditions. The results of
amples unspiked and spiked with standard solutions are shown
n Table 5. The recoveries ranged from 97.52 to 102.81% and
he R.S.D. from 1.89 to 3.12%, which was satisfactory.

The results in Table 5 showed that the amounts of RSNO in
lood samples of patients with cardiovascular diseases were less
han that in healthy individuals, and it was the lowest in that of
ypertension patients. Many studies [33–36] have demonstrated
hat vascular endothelial cells were impaired in cardiovascular
iseases, and then NO synthesization is depressed accordingly.
herefore, the synthesization of RSNO also decreased. Our

esults confirm these conclusions.

. Conclusion

A novel spectrofluorimetric method has been devel-
ped for analysis of RSNO. 1,3,5,7-Tetramethyl-8-(3′,4′-
iaminophenyl)-difluoroboradiaza-s-indacence (DAMBO), a
ensitive fluorescent labeling reagent was successfully used
or the first time to label and assay these compounds by
se of spectrofluorimetry. The derivatization reaction was per-
ormed in aqueous medium at 30 ◦C for 15 min. The changes
f fluorescence intensity were linear in the concentration
ange 6–400 nmol L−1 of RSNO. The detection limit reached
.12 nmol L−1 (S/N = 3). The proposed method was successfully
pplied to the determination of RSNO in blood samples that
ncluded healthy persons, hypertension patients and hyperlipi-
emia patients with satisfactory recoveries varying from 97.52
o 102.81%. Mainly because of the favorable labeling chemistry
f DAMBO, the method has advantages of good specificity and
ensitivity.
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bstract

Gasoline, diesel, ethanol and more recently also biodiesel are the four types of fuel used for automobile, truck and other transportation vehicle.
he presence of metallic and metalloid species in automotive fuels is undesirable, except in the form of additives in order to improve specific
haracteristics of the fuel. Metallic or metalloid elements may derive from the raw product, such as nickel and vanadium in petroleum-based fuel or
hosphorus in biodiesel, or they may be introduced during production and storage, such as copper, iron, nickel and zinc in case of petroleum-based
uel and alcohol or sodium and potassium in the case of biodiesel. The most famous additive to fuel is undoubtedly lead, the use of which has
een banned or drastically reduced now in many countries of the world. The problems related to the trace element content may be economic, such
s fuel degradation and poisoning of automotive catalysts, and/or environmental, such as the emission of metal compounds to the atmosphere.
he analytical methods that have been developed for metal and metalloid quantification in automotive fuel are reviewed in this article. The main
tomic spectrometric techniques used for trace metal and metalloid determination in fuels, particularly atomic absorption spectrometry with flames,
raphite furnaces and with chemical vapor generation, and inductively coupled plasma coupled with optical emission and mass spectrometry are
resented, including the different sample preparation procedures proposed for these techniques.

2007 Elsevier B.V. All rights reserved.
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ing the past 15 years and is expected to continue to do so in the
future, as shown in Fig. 1 [9]. Since the consumption of fuels has
become an indispensable part of modern life, the monitoring of
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. Introduction

Fuel is any material that is capable of releasing energy when
ts chemical or physical structure is changed or converted. The
mportant property of a fuel is that its energy can be stored to be
eleased only when needed, and that the release is controlled in
uch a way that the energy can be used to produce work. Different
ypes of automotive fuel are available and their energy is released
hrough chemical means, i.e. by burning [1]. The automotive
uels most commercialized worldwide nowadays are: gasoline,
iesel, ethanol and biodiesel.

Gasoline is a volatile liquid that is used in internal combustion
ngines. It is formed by a complex mixture of hydrocarbons,
etween 4 and 12 carbons, such as paraffins, naphthenes, olefins,
nd aromatic hydrocarbons derived from petroleum crude plus a
mall amount of additives to improve its stability, control deposit
ormation in engines, improve performance and modify other
haracteristics [2,3]. The most well-known additive to gasoline
s without any doubt lead in the form of tetramethyl lead (TML)
nd tetraethyl lead (TEL).

Diesel fuel is a blend of petroleum-derived compounds called
iddle distillates, heavier than gasoline but lighter than lubri-

ating oil, and may or may not contain metal additives. Diesel
uel consists mostly of hydrocarbons ranging from 10 to 24
arbons, with boiling points between about 150 and 400 ◦C.
t is designed to operate in a diesel engine where it is injected
nto the compressed, high-temperature air in the combustion
hamber and ignites spontaneously. This differs from gaso-
ine, which is ignited in an Otto engine by spark plugs [4,5].
he most notorious contaminant in diesel fuel is sulfur, which,
owever, is not usually determined by atomic spectrometric
ethods.
Ethanol derived from crops (bio-ethanol) is a demonstrably

ustainable energy resource that might offer environmental and
ong-term economic advantages over fossil fuel (gasoline and
iesel). It is readily obtained from the sugar or starch in crops
uch as maize and sugarcane. Ethanol can be used as fuel for
utomobiles either alone in specially designed engines or as an
dditive to gasoline. Nowadays essentially all car manufacturers
roduce engines that can use ethanol, gasoline or any mixture
f these fuels without any modification. Ethanol can be blended
ith gasoline in varying quantities to reduce the consumption of
etroleum fuels, as well as to reduce air pollution. Ethanol is also
ncreasingly used as an oxygenate additive for standard gasoline

o replace methyl t-butyl ether (MTBE), which has been respon-
ible for considerable groundwater and soil contamination [1,6].
mong the elements that have to be controlled in fuel ethanol

re sodium, potassium and copper.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

Biodiesel is a renewable, biodegradable and non-toxic fuel
erived from biological sources such as vegetable oil or animal
at through transesterfication reaction in the presence of potas-
ium hydroxide as a catalyst. It can be used in diesel engines
nd can supplement fossil fuels as the world’s primary transport
nergy source. Conventional diesel engines can seamlessly run
p to 20% biodiesel blends (B20) with 80% petroleum diesel;
inor modifications are necessary to the engine to run 100%

iodiesel. Besides not being refined from crude oil, biodiesel
ffers other attractive characteristics, such as better lubricity
han diesel fuel because of its higher viscosity, and a signifi-
antly lower emission of carbon monoxide (CO), carbon dioxide
CO2), sulfur dioxide (SO2) and hydrocarbons (HC). It also
liminates the cloud of dense, black smoke normally associated
ith diesel vehicles and other particulate matter (PM) emis-

ions that cause respiratory damage [7]. Among the elements
hat have to be controlled in biodiesel are sodium and potas-
ium (maximum permissible concentration 5 mg kg−1), which
riginate from the catalyst used in its production and phospho-
us (maximum permissible concentration 10 mg kg−1), which
riginates from the raw material.

Although metal-organic species are present in fuels only in
ow concentration, the overall emission relative to its burning
ontributes significantly to environmental pollution, particularly
n densely populated areas. This automotive emission has an
dverse environmental impact, contributing to a decline in air
uality, which can have an effect on human health [8]. According
o energy information administration (EIA) the total worldwide
onsumption of automotive fuels has been growing rapidly dur-
Fig. 1. Worldwide fuel consumption (from Ref. [8] with permission).
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M. das Graças Andrade Kor

ts environmental impact and the implementation of fuel quality
ontrol programs is an urgent requirement.

The development of analytical techniques for the quantifi-
ation of metals in fuel hence is driven by environmental and
conomic interests. However, several problems are associated
ith the analysis of this kind of samples due to their high com-
lexity and organic nature of their matrix. A variety of analytical
rocedures have been proposed for quantification of metallic
nd metalloid species in fuels. In this review the main spectro-
copic techniques used for this purpose are presented, including
ifferent sample preparation procedures proposed for these tech-
iques.

. Presence of metals in fuels

Some metals, such as nickel and vanadium are natural con-
tituents of petroleum, and consequently they are found in all its
erived products, although in significantly lower concentration
10,11]. Iron and zinc are the main construction materials for
uel tanks, this way, they might be transferred to the fuel during
ransport and/or storage [12,13]. Copper may be introduced dur-
ng the distillation and refinement process [14]. Other metallic
pecies can also be introduced deliberately into fuels as addi-
ives in order to promote specific characteristics. Additives for
asoline, diesel, fuel oil, kerosene, and jet fuel can contain such
etals as aluminum, calcium, cerium, chromium, cobalt, copper,

anthanum, lead, lithium, magnesium, manganese, molybde-
um, nickel, silicon, silver, sodium, thallium, tin, tungsten,
anadium, zinc and zirconium [15–19].

.1. Lead in gasoline

Lead is undoubtedly the metallic element most frequently
etermined in gasoline due to the fact that, for more than
alf a century, this element was blended to automotive fuels
s metal-organic tetramethyl lead (TML) and tetraethyl lead
TEL), with the purpose of suppressing uncontrolled ignition
n the internal combustion engine [20]. Burning of these leaded
uels resulted in lead deposits in the motor parts, which caused
orrosion. The solution for this problem was the addition of
ibromo- and dichloro-ethylene which resulted in the formation
f volatile lead compounds that were removed from motor parts
nd released into the environment through the vehicle exhaust
ystem. These volatile products were oxidized in the atmosphere
nder the influence of the solar light forming lead oxide (PbO),
hich stayed in the atmosphere in the form of aerosol parti-

les for hours or even days [21] before it was deposited in the
nvironment.

The emission from vehicle was for several decades the main
ource of lead in human blood. It entered the human body
hrough the inhalation of air or the alimentary chain, since the
oluble lead, which deposited on soil, plants and in water, was
bsorbed by plants and animals and ended up in the food chain.

ead has long been known to be toxic; it can cause neurologi-
al dysfunctions, renal damage, and at high doses death [22]. In
ddition, it is also known that lead even in small concentrations
an poison hydrocarbon reforming and car catalysts [23]. For

s
p
m
f

ig. 2. Annual consumption of leaded gasoline in accordance to ASERPETROL
according to data from Ref. [25]).

hese reasons, legislation in many countries has fixed the maxi-
um permissible concentration of lead in gasoline or removed

t definitely from the use as an additive for fuel. The introduc-
ion of unleaded gasoline is considered an important event for
nvironmental quality.

From the 1960s up to well into the 1980s, a significant
ncrease in the consumption of leaded gasoline was observed,

ainly in economically developed countries [24]. In conse-
uence, the lead concentration in the environment increased to
he same proportion. At the end of the 1980s, with the introduc-
ion of unleaded gasoline, a gradual decrease of environmental
ead contamination and health problems was recorded [25–28].
ig. 2 shows the consumption of leaded fuels, as provided by the
panish Association of Petroleum Refining Companies (ASER-
ETROL), the Association of Petroleum Operators (AOP) and

he Corporation of Strategic Reserves of Petroliferous Prod-
cts (CORES). However, lead poisoning due to leaded gasoline
emains a topic of concern in many third-world countries.

.2. Other trace elements in fuel

Besides lead, other elements, such as As, Cd, Hg, Se and
l are released into the environment due to combustion of fuel

n automobiles, which are an important source of atmospheric
ollution [11]. Micrometer and sub-micrometer particles (PM10
o PM0.1) derived from fossil fuel combustion have direct and
ndirect impact on human health especially that of young chil-
ren [29–35]. Studies carried out to assess the characteristics and
ignificance of metals released into the atmosphere suggest that
he emission of some metals in vehicle exhaust, such as barium,
ould be fully explained by their presence in the fuel [36].

Gasoline contains some unsaturated hydrocarbons that intro-
uce a certain degree of instability to the fuel. This molecular
nstability is responsible for an oxidation process that begins
oon after gasoline production and continues throughout the

torage period. In these oxidation reactions the hydrocarbons
resent in gasoline react with oxygen and with each other, pro-
oting changes in its physical and chemical properties due to

ormation of gums, which cause deposits in filters and distribu-
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ion lines. Metals, such as Cu catalyze these oxidation reactions
nd increase significantly the gum content of gasoline leading
o fuel decomposition and poor engine performance [37,38]. In
ddition, the presence of Ni and Pb compounds in fuel reduces
he efficiency of catalytic reactors used in vehicle exhaust sys-
ems, increasing the emission of exhaust gases such as carbon

onoxide and oxides of sulfur and nitrogen [39,40].
Corrosion problems are more severe with alcohol than with

ydrocarbon fuels due to its chemical composition [37]. The
resence of metals such as Cu, Fe and Na in alcohol may be
ssociated with corrosion of engine parts. Therefore, the quan-
ification of these metals is quite important due to their effect
n the fuel performance and for fuel quality [14]. The presence
f Na and K in biodiesel, which originate from the potassium
ydroxide catalyst may equally cause corrosion problems and
re therefore limited to 5 mg kg−1. Phosphorus, which originates
rom the raw products of biodiesel production, i.e., vegetable
ils or animal fat, is a poison for the catalytic converters in the
xhaust system of diesel engines [41] and increases the emission
f CO, CO2, SO2, HC and PM.

The presence of metallic elements in fuel is usually unde-
irable, even in low concentration, and their quantification is
ecessary to evaluate fuel quality and to control atmospheric
ollution. In the case of additives, the quantification of metals is
ndispensable for the control of physical and chemical properties
f the fuel [42].

The concentration of metals in fuels is generally low and
equires the use of highly sensitive analytical techniques.
owadays these determinations are mainly accomplished by

lectrothermal atomic absorption spectrometry (ET AAS),
nd inductively coupled plasma mass spectrometry (ICP-MS).
lame atomic absorption spectrometry (FAAS), flame emission
pectrometry (FAES) and inductively coupled plasma optical
mission spectrometry (ICP OES) do not offer sufficient sensi-
ivity for the direct determination of most elements of interest.
hemical vapor generation (CVG) combined with AAS or
tomic fluorescence spectrometry (AFS) is one of the most sen-
itive techniques available, but it is limited to a few analytes and
equires complete destruction of the organic matrix. Techniques
uch as X-ray fluorescence spectrometry, spectrophotometry,
olarography, titrimetry, and anodic stripping voltammetry are
sed less frequently.

. Sample pretreatment procedures

Sample pretreatment is probably the most critical stage of
uel analysis and consists of submission of the sample to a pro-
edure in which it becomes more appropriate for analysis. This
s the stage of an analysis, where most errors occur, which is

ost time consuming and which increases the cost of the anal-
sis; therefore all stages of a pretreatment procedure have to
e carefully considered [43]. The various pre-treatment proce-
ures employed for the determination of metals in fuel exhibit

dvantages and disadvantages. Among the factors that have to
e taken into account are: (i) the analytical technique employed;
ii) the nature of the sample; (iii) the analyte and its concentra-
ion; (iv) the degree of accuracy and precision required; (v) the

s
r
f
[
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vailability of equipment, materials and reagents and (vi) cost
f the analysis.

.1. Direct analysis of fuels

There are only a few examples of fuel analysis without any
revious treatment in the literature [44–46]. The direct intro-
uction of fuel samples for the determination of trace metals
resents some general problems, such as volatility, flammability
nd immiscibility with water, and a number of specific prob-
ems, depending on the analytical technique used, such as: (i)
roduction of flames that are very rich in fuel and unstable in
he case of FAAS, a problem that can be solved relatively easily
y simply reducing the acetylene supply or increasing the flow
ate of air; (ii) difficulty of sample introduction due to the low
iscosity and surface tension in ET AAS; (iii) excessive spread-
ng of the fuel during thermal pretreatment in ET AAS due to
he temperature gradient when longitudinally heated atomizers
re used; (iv) deposition of carbon residues on components of
he spectrometer and de-stabilization or extinction of plasma
n ICP methods [39,47]; (v) interferences due to carbon-based
olyatomic species in ICP-MS.

In addition to problems related to the complexity of the
atrix, organic standards, which are indispensable in case of

irect sample introduction, are unstable and there are no cer-
ified reference materials available for these samples. For this
eason the accuracy of the developed methods has to be accom-
lished by comparison with results obtained with independent
echniques, particularly with respect to sample preparation. To
vercome these problems, depending on the technique used and
he element to be determined, several procedures of fuel sam-
le preparation have been proposed, from dilution with organic
olvents over emulsification to total mineralization [48].

.2. Dilution with organic solvents

Dilution with organic solvents, in spite of its simplicity, has
everal inconveniences: (i) the stability of the solutions depends
n the container material and the analyte concentration may
hange rapidly after dilution due to adsorption at the walls of
he recipients [47]. This applies for the analyte in the sample
nd/or in the calibration solution. Analyte concentration may
lso increase due to evaporation of the solvent. (ii) Handling of
ome organic solvents with conventional laboratory equipment
s difficult due to their high vapor pressure and/or low viscos-
ty. (iii) The problems of plasma destabilization or extinction in
ase of the ICP techniques and contamination of the instrument
ith carbon residues persist, as the organic load is not reduced
ith dilution. (iv) The toxicity of many organic solvents requires

pecial care to avoid any health hazard for laboratory personnel.
v) Different metal-organic compounds often exhibit different
ensitivity, and the sensitivity depends on the composition of
he fuel and the diluent used [10,20]. In addition it is neces-

ary to use organic standards for calibration, which are not only
elatively expensive, but might also show a sensitivity different
rom that of the metal-organic compounds present in the fuel
49]. Examples of solvents typically used in dilution procedures
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re xylene, isobutyl methyl ketone (IBMK), octane, propan-2-ol,
nd toluene [10,20,50].

.3. Preparation of emulsion/micro-emulsion

Alternatively, a fuel sample might be modified by formation
f an emulsion or micro-emulsion (three-component system).
henever two immiscible liquids are stirred, a macro emulsion

s obtained, either oil-in-water (O/W, droplets of oil in water)
r water-in-oil (W/O, droplets of water in oil), depending on
he dispersed phase. In emulsions and micro-emulsions the fuel
s dispersed in the aqueous phase as micro-drops stabilized by

icelles or vesicles generated by the addition of a detergent.
he kind of emulsion that is formed is mainly related to the

ormulation and to a lesser degree to the O/W ratio. In the
ase of micro-emulsions without detergent a co-solvent allows
he formation of a homogeneous and long-term stable three-
omponent solution containing the aqueous and organic phase
51,52]. Such approach allows the use of aqueous standards for
alibration without the need of sample mineralization. The ther-
odynamic stability of these systems is influenced by several

ariables such as the chemical nature and the relative amounts
f the components, as well as the technique used for mixing
he components [53–59]. Generally, in the preparation of emul-
ions a surfactant with a suitable hydrophilic–lyophilic balance
HLB) is used that permits relatively high solubility between
he immiscible phases and in the case of detergentless micro-
mulsions the co-solvent is an alcohol of low molecular weight
60]. Emulsions and micro-emulsions have been successfully
pplied for the preparation of fuel samples, due to the homo-
eneous dispersion and stabilization of the oil micro-droplets
n the aqueous phase, which brings the viscosity close to that
f an aqueous solution and reduces the organic load of the
ystem.

.4. Analyte extraction

Extraction of the analyte from the fuel is another way of
ample preparation that combines the advantages of separating
he analyte from the matrix, transferring it to an aqueous phase
nd making at the same time a pre-concentration. Liquid–liquid
xtraction procedures present as main advantage their simplicity.
n the most common configuration a separation funnel is used;
lternately, several extractors are available. On the other hand,
his technique has a series of disadvantages: (i) the enrichment
actor (EF) depends directly on the volume ratio of the two liq-
ids, which implies the need of relatively large sample volumes
o obtain a good EF; (ii) the analytes may become adsorbed at
ecipient walls, resulting in measurement errors; (iii) the process
s difficult to automate [61].

Solid phase extraction is a useful separation/pre-
oncentration procedure for determination of trace metals in
uel by atomic spectrometric methods. It is based on the partition

etween a liquid (sample) and a solid phase (sorbent), which
an be unloaded, loaded or chemically modified with organo-
unctional groups [62]. After pre-concentration the analyte is
ecovered by elution with an appropriate solvent or directly

e
c
s
m
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etermined in the solid phase, e.g., in the case of X-ray methods
r ET AAS. Experimental parameters, such as shaking time in
atch technique, loading and elution flow rate in flow systems,
oncentration of the eluent and the amount of solid phase and
luent have to be optimized [63]. This approach has several
dvantages such as easy automation, use of smaller amounts
f sample and reagents and removal of potentially interfering
oncomitants, which could improve the method of analysis
onsiderably and extend the limit of detection to significantly
ower concentrations [64–66].

.5. Complete mineralization

Among the procedures that involve complete mineralization
f the organic constituents, dry ashing in open crucibles is the
ost rigorous approach and one of the cheapest sample prepa-

ation procedures. Large quantities of sample may be used and
he analytes could be concentrated once the residue might be
econstituted in a small volume of a dilute mineral acid (HCl
r HNO3), which obviously makes possible the use of aqueous
tandards for the calibration. The main disadvantages of the dry
shing procedure of fuel samples are the risks of contamination
nd/or analyte loss by formation of volatile compounds, and
he low analytic frequency because of the time involved in this
rocedure [67,68].

The Wickbold apparatus has also been employed for fuel
ineralization. In this procedure the sample is burned in an

xygen-hydrogen flame and the combustion products are dis-
olved in an acid solution. As the combustion is in a semi-closed
ystem, this method minimizes the loss of volatile analytes. In
ddition, the Wickbold apparatus allows the use of a greater
ample mass. However, the large inner surface with which the
ample is in contact can provoke analyte losses by adsorption
nd/or contamination problems. In spite of the extreme condi-
ions to which the sample is submitted, the combustion product
ight contain some organic compounds that could interfere in

he determination of the metallic species, depending on the ana-
ytical technique used [69].

Wet digestions assisted by microwave radiation have been
emonstrated to be safer and more efficient than conventional
rocedures. In addition these procedures minimize contamina-
ion and reduce the amount of reagents necessary for sample
reparation [70,71].

.6. Addition of an oxidant solution

The conversion of metal-organic compounds in the fuel to an
norganic form by addition of an oxidant solution is another pro-
edure to overcome the incompatibility of the organic sample
ith aqueous standard solutions. The oxidant solutions com-
only used in this procedure are inorganic oxygen acids and

alogen saturated solutions such as chlorine, iodine and bromine
olutions [72–74]. This is also a way to overcome the differ-

nce in response caused by the presence of different analyte
ompounds in the fuel by their conversion to water soluble
alts by the reaction with an oxidant such as iodine or iodine
onochloride and stabilization with the addition of a liquid
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nion exchanger, such as trioctyl-methylammonium chloride
Aliquat 336) [20,75].

. Determination of metals and metalloids in
utomotive fuels

As it was pointed out earlier, a variety of atomic spectromet-
ic techniques has been used for the determination of metals and
etalloids in automotive fuels. The exhaustive description of

hese techniques is not within the scope of this revision, instead
retrospect of the most significant contributions to trace metal

nd metalloid determination in fuel samples, particularly with
ames, graphite furnaces, chemical vapor generation, and with

nductively coupled plasma optical emission and mass spectrom-
try are presented.

.1. Flame atomic absorption and emission spectrometry
FAAS and FAES)

Due to their inherently low sensitivity FAAS and FAES only
few reports are found in the literature involving the direct

nalysis of automotive fuels using these techniques. Nowka [76]
roposed a method for the determination of Na and K in biodiesel
y FAES after a simple dilution with kerosene. The ‘optical
ackground’ due to the emission from non-combusted sample
onstituents could be controlled easily by an increase of the air
upply to the flame. This problem is much more pronounced
nd much more difficult to control in ICP OES due to the inert
tmosphere of the argon plasma. The results were in good agree-
ent with those obtained by FAAS after microwave-assisted

cid digestion of the samples.
Several procedures for metal pre-concentration from auto-

otive fuels have been developed for quantification by flame
ethods. Of particular interest are those using solid sorbents
odified with chelating groups, some of which are presented in
able 1.

In the method proposed by Universal Oil Products Company
UOP) for the determination of Fe, Ni, V, Cu, Na and K in
etroleum derivatives, including gasoline, by FAAS, the sample
re-treatment consists in a digestion with sulfuric acid and the
xidation of the residue in a muffle furnace. For the determi-
ation of V, Na and K a cesium solution is added as ionization
uffer [67]. Obviously this kind of procedure is more suited as
reference technique for validation purposes than as a routine
rocedure, as it is rather labor-intensive and time consuming.
ardarelli et al. [60] developed an FAAS method for lead deter-
ination in gasoline. The samples were prepared as emulsions

tabilized with propan-2-ol or a mixture of ethanol and a sur-
actant. The results showed good reproducibility and accuracy,
lthough the sensitivity was not sufficient for the determination
f low lead levels.

.2. Electrothermal atomic absorption spectrometry (ET

AS)

Electrothermal AAS with a graphite furnace is one of the
ost useful analytical techniques for metal determination in

t
t
a
m
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uels due to its high sensitivity and capability to deal with high
rganic loads. The graphite furnace technique makes possible a
irect analysis of fuel samples, since it allows complete elimi-
ation of the organic matrix if an appropriate heating program
nd a suitable chemical modifier are used. These characteristics
esult in a series of advantages, such as a significant decrease
f sample preparation time and a dramatically reduced risk of
ontamination and/or analyte loss. In addition, ET AAS requires
nly very small amounts of sample. However, special attention
as to be given to the low surface tension of organic liquids,
articularly when fuel samples are introduced without sample
reparation or after simple dilution with an organic solvent. In
ase of a temperature gradient within the graphite tube these
amples migrate rapidly to the coolest part. In the case of a
ongitudinally heated graphite furnace this could mean that
he sample is migrating to the very ends of the tube and into
he contacts, and significant analyte losses and memory effects

ight be encountered. This problem is minimized when plat-
orm atomization and a transversely heated graphite tube are
sed.

Nakamoto [77] described the determination of arsenic com-
ounds in thermally cracked gasoline using ET AAS. Nickel
itrate was employed as chemical modifier, and there was no
ffect observed of the kind of thermally cracked gasoline or
rom other metals. The same author [73] proposed a method
or the direct determination of lead in thermally cracked gaso-
ine using ET AAS. The organic lead was treated with iodine to
educe its volatility and this way it was possible to use inorganic
ead standards for calibration.

De Oliveira et al. [72] described a method for the simul-
aneous determination of Al, As, Cu, Fe, Mn, and Ni in fuel
thanol by ET AAS using a transversely heated graphite atom-
zer with longitudinal Zeeman-effect background correction.
he sample was diluted with nitric acid (10 mL ethanol + 10 mL
f 0.28 mol L−1 HNO3) and dispensed into the graphite tube.
he method presented good recoveries and a paired t-test
howed that the results were in agreement at the 95% confi-
ence level with those obtained by single-element ET AAS. The
ame authors [45] evaluated Pd(NO3)2 + Mg(NO3)2; W/Rh and

+ co-injection of Pd(NO3)2 + Mg(NO3)2 as chemical modi-
ers for this application and the modifier W + co-injection of
d(NO3)2 + Mg(NO3)2 showed the highest recovery level, and
as therefore selected.
Aucelio et al. [53] proposed a method for the determina-

ion of V in diesel and asphaltene fractions based on ET AAS.
iesel samples were stabilized as detergentless micro-emulsions
y mixing with propan-1-ol and nitric acid; aqueous solutions
ould be used for calibration. Campos et al. [47] developed a
rocedure for the determination of Cu, Fe, Pb and Ni in gaso-
ine at �g L−1 levels, by ET AAS. The sample was stabilized by
ormation of a three-component solution, prepared by mixing
ppropriate volumes of water, gasoline and n-propanol. Cali-
ration was performed using analytical solutions prepared in

he same three-component medium or by the analyte addition
echnique. The palladium and magnesium nitrates modifier in
queous solution proved to be efficient for iron and lead deter-
ination, while no modifier was necessary for copper and nickel.
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Table 1
Selected solid sorbents used for metal pre-concentration from automotive fuels

Sample Solid phase Analyte LOD (�g L−1) Refs.

Gasoline Silica gel modified with 2-aminothiazole groups Cu 0.8 [63]
Zn 0.1
Ni 2.0
Fe 3.0

Fuel ethanol Silica gel modified with 2-aminothiazole groups Cu 1.7 [64]
Ni 2.3
Zn 0.34

Fuel ethanol Amberlite XAD-4 functionalized with 3,4-dihydroxybenzoic acid Cu 2.3 [37]
Fe 5.0
Ni 7.8
Zn 0.1

Fuel ethanol Silica gel modified with 2,5-dimercapto-1,3,4-thiadiazole Zn [66]
Cd
Ni –
Pb
Co

Fuel ethanol Silica gel modified with benzimidazole Cd [88]
Cu –
Mn
Ni
Fe
Zn

Fuel ethanol Silica gel modified with 5-amino-1,3,4-thiadiazole-2-thiol Cd [89]
Co
Cu –
Fe
Ni
Pb
Zn

Fuel ethanol Acid carboxymethyl-cellulose Cd [90]
Cu
Cr –
Fe
Ni
Zn

Fuel ethanol Silica gel modified with niobium oxide Cu 1.4 [91]
Cd 0.2
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ood agreement was obtained between the results obtained by
he proposed and independent methods.

Aucelio and Curtius [18] developed an ET AAS method
or determination of trace concentrations of As, Sb and
e in gasoline and kerosene using micro-emulsion sample

ntroduction. The platform atomization technique was used
ogether with chemical modification (ruthenium permanent

odifier or Pd and Mg nitrates chemical modifier). Better
esults were obtained when samples were introduced as micro-
mulsions prepared with a surfactant (Triton X-100) compared
o detergentless micro-emulsions (three-component solution).
aboratory-prepared samples were analyzed with good preci-

ion and recovery.

Reyes and Campos [56] proposed an ET AAS method
or quantification of Ni and Pb in diesel and gasoline sam-
les stabilized as micro-emulsions using conventional (Pd-Mg)

A
a
P
m

Co 1.4
Zn 1.0

nd permanent (Ir) modifiers. The calibration was possible
sing aqueous or organic standard solutions prepared as micro-
mulsions with a single organic solvent. Good agreement was
btained between the results using the proposed and independent
rocedures (UOP).

Ozcan and Akman [70] described a determination of Cu,
o and Pb in gasoline by ET AAS using aqueous standard
ddition in a gasoline-ethanol-water three-component system.
ood agreement was found between the results of this method

nd those obtained by digesting gasoline in a microwave oven
ith nitric acid. Brandão et al. [78] developed a procedure for

he determination of As in diesel, gasoline and naphtha by ET

AS. The samples were prepared as micro-emulsions by mixing

ppropriate volumes of the sample, propan-1-ol and nitric acid.
alladium was used as the modifier added in the conventional
anner. The optimum micro-emulsion composition as well as
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he temperature program was optimized by Central Compos-
te multivariate design, and the method has been validated by
he analysis of a set of commercial samples using independent
rocedures.

Anselmi et al. [44] proposed the determination of Cd, Cr,
u, Pb and Ni in gasoline and diesel fuel samples by ET AAS
sing the Transverse Heated Filter Atomizer (THFA) designed
y Katskov et al. [79]. Metal-organic standards were used for
alibration and gasoline samples were analyzed directly, while
iesel fuel samples were diluted 1:4 with n-heptane. The THFA
as several advantages for the analysis of organic solutions, such
s: (i) analysis of volatile elements is possible without the need
f chemical modifiers; (ii) improved sensitivity and limits of
etection because of the reduced absorption volume and the
njection of higher sample volumes is possible; (iii) background
bsorption should not play an important role in the vaporization
f hydrocarbon blends due to the filtering action of the furnace.

A number of selected applications of ET AAS to the analysis
f fuels are summarized in Table 2

.3. Chemical vapor generation for AFS and AAS

Some elements, such as Hg, As and Sb are present in fuel

amples in concentrations that are lower than even the detection
imits of ET AAS. For these elements, chemical vapor generation
CVG) techniques can be used to provide the required sensitivity.
owever, CVG when applied to the analysis of fuels is suscepti-

t
m
o

able 2
elected publications about trace element determination in fuels using ET AAS

ample Sample treatment

asoline and kerosene Detergentless micro-emulsion

asoline Water-in-oil-in-water emulsions

asoline and diesel fuel Gasoline: direct analysis. Diesel fuel: dilution with n-

uel alcohol Dilution with nitric acid (0.28 mol L−1)

asoline Micro-emulsion

iesel and asphaltene Detergentless micro-emulsion

iesel and gasoline Micro-emulsion

asoline Micro-emulsion
l. / Talanta 73 (2007) 1–11

le to spectral interferences, mostly due the presence of aromatic
rganic compounds in the gas stream. There is also a high risk
f analyte loss due the high volatility of some compounds and
heir property to adsorb on many surfaces at the ng g−l level [80].
n addition, CVG techniques such as the cold vapor (CV) tech-
ique for mercury and the hydride generation (HG) technique
or As and Sb require that the analyte is present as inorganic
on in a defined oxidation state. Therefore the application of
VG techniques to the analysis of fuels generally requires com-
lete mineralization of the metal-organic compounds and their
eparation from the organic phase.

Liang et al. [61] developed a simple sample preparation
ethod for the determination of Hg in gasoline and other

etroleum products by CV AFS. The organo-mercury com-
ounds were oxidized and extracted into the aqueous phase using
rCl/HCl as oxidant/acid solution. The ionic mercury extracted

nto the aqueous phase was reduced to metallic Hg by SnCl2
efore its determination. Gasoline samples and other petroleum
ased materials, such as kerosene, diesel and heating oil of differ-
nt origin were analyzed and satisfactory results were obtained.
he recoveries for mercury in a certified reference material were
lose to 100%. Brandão et al. [59] proposed a similar procedure
or the determination of mercury in gasoline by CV AAS.
Trindade et al. [71] proposed a method for the determina-
ion of As in gasoline by HG AAS. The method involved a

icrowave-assisted sample digestion; calibration was carried
ut using aqueous standards.

Analytes LOD (�g L−1) Refs.

As 2.0 [18]
Sb 4.0
Se 3.0

Mo 0.9 [39]
V 4.7

heptane Cd 0.13 [44]
Cr 0.4
Cu 0.9
Pb 1.5
Ni 2.5

As 2.5 [72]
Al 1.2
Cu 0.22
Fe 1.6
Mn 0.2
Ni 1.1

Cu 0.4 [43]
Fe 3.0
Ni 0.8
Pb 1.8

V 5.0 for diesel and 4.0 for asphaltene [54]

Ni 4.5 [57]
Pb 3.6

Co 1.5 [70]
Cu 2.5
Pb 4.0
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De la Guardia [81] developed a CVG AAS method for the
etermination of lead and manganese additives in gasoline. The
nalytes in samples and standards were volatilized using a pre-
eated Pyrex reactor, and introduced into the flame in the vapor
hase by a nitrogen carrier gas flow. Results obtained for the
nalysis of commercial gasoline samples by the proposed pro-
edure were compared with a reference method.

Obviously, because of the rather complex sample preparation
equired for CVG in the case of fuel samples, this technique is
nly second choice, i.e., only if more direct techniques such
s ET AAS do not provide sufficient sensitivity. This is most
requently the case in the determination of mercury, where CV
AS and particularly CV AFS provide significantly better LOD.

n addition, this element has often to be determined at extremely
ow concentrations because of its importance as global pollutant.
n contrast, ET AAS often provides sufficient sensitivity for the
ydride-forming elements, so that CVG might be used only as
reference method for validation.

.4. Inductively coupled plasma optical emission
pectrometry (ICP OES)

Inductively coupled plasma OES has as main advantage
he multi-element detection capability, while AAS, with a few
xceptions is a one-element-at-a-time technique. However, only
few examples of ICP OES analyses of automotive fuels are

ound in literature, mostly because trace elements are usually
ot present in fuel samples at a sufficiently high concentration
hat allow their direct determination without pre-concentration.
n addition, the introduction of organic solvents, such as fuels,
ause plasma destabilization or even plasma extinction, so
hat the use of special ICP accessories is necessary, such
s direct injection nebulizer, ultrasonic nebulizer with micro-
orous membrane desolvator, a thermostated condenser between
he spray chamber and the plasma torch or a chilled spray
hamber [42]. An obvious solution for these problems is a
igestion of the organic material in order to obtain aqueous
olutions.

Onyeso et al. [42] developed a method for the determination
f Mn in gasoline and diesel fuel by ICP OES after a digestion
n a microwave oven and dilution with water before direct aspi-
ation into the plasma. De Souza et al. [57] proposed a method
or quantification of Mo, Cr, V and Ti in diesel and in used fuel
il by ICP OES using sample preparation as emulsions and the
ddition of HNO3, which allowed the use of inorganic standards
or calibration. Detergent and detergentless emulsion sample
reparation procedures were evaluated and better results were
btained for detergent emulsions with recoveries ranging from
0.1–106.5%.

Borszeki et al. [58] developed a method for the quantification
f Al, Cr, Cu, Fe, Mg, Ni, and Pb in oil and petroleum products,
uch as gasoline, by ICP OES using a minitorch. The samples
ere stabilized as aqueous emulsions prepared by using two

inds of emulsifiers, one with low sulfur content and the other
ulfonated. Calibration was made with aqueous standards and
he results were in good agreement with those obtained using
il standard solutions.

e

v
e
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Uden et al. [82] proposed a method for the determination
f Mn, which was present as methyl-cyclopentadienyl-
anganesetricarbonyl in gasoline utilizing gas chromatographic

eparation interfaced with detection by ICP OES. Samples were
njected into the gas chromatograph with a micro-syringe, and
hromatograms could be repeated every 3 min. Preheated argon
heath gas was required in addition to the argon supplied to
ustain the plasma, in order to optimize spectral sensitivity.

Brenner et al. [83] proposed a method for the determination
f lead in gasoline by ICP OES using argon and argon–oxygen as
lasma gas. In this work the intensity variations of inorganic and
rganic lead species in aqueous solution and in gasoline emul-
ions were studied using a sequential spectrometer. Although
etection limits of lead in gasoline emulsions were significantly
egraded relative to an aqueous solution, they were adequate for
he direct determination of lead at the mg kg−1 level.

Both, the US ASTM D-4951 method [84] and the Euro-
ean method CEN, EN 14 107 [85] for the determination of
hosphorus in biodiesel propose a method based on the direct
etermination after a 1:10 dilution with an organic solvent such
s toluene or xylene using ICP OES. This is kind of surprising as
t is well established that such procedure causes significant prob-
ems regarding plasma stability. In addition it has been shown
n yet unpublished work that the LOD of ICP OES in the case
f direct determination after a 1:10 dilution is too close to the
hreshold limit of 10 mg kg−1 level in undiluted biodiesel to
llow an accurate determination. Hence a reliable method for
his kind of analysis has yet to be developed.

.5. Inductively coupled plasma mass spectrometry
ICP-MS)

Inductively coupled plasma MS is a very sensitive multi-
lement technique, but the introduction of organic solvents into
he plasma – similar to ICP OES – requires special care, as the
rganic load may de-stabilize or extinguish the plasma. Addi-
ional problems that appear in ICP-MS are formation of carbon
eposits on the sampler and skimmer cones and in the ion lens of
he mass spectrometer and spectral interferences due to carbon-
ased polyatomic species [39].

Howard et al. [46] developed an ICP-MS method for the deter-
ination of TEL and TML in gasoline using direct analysis of

he fuel samples. The results obtained by the proposed method
ere in good agreement with results of ASTM Method D-526.
l Swaidan [54] accomplished the determination of Pb and Cd

n petroleum products, including gasoline and diesel by ICP-MS
sing a micro-emulsion procedure for sample preparation while
he analyte addition technique was used for calibration. Recov-
ries of added lead and cadmium as oil soluble salts were found
o be in the 99–103% and 100–101% ranges, respectively. How-
ver, this result is not surprising as analyte addition was used for
alibration, and in this case any spike recovery (which is another
orm of analyte addition) by definition has to be around 100%

ven in the presence of severe interference.

Lord [86] developed a method for lead in gasoline con-
erting TEL and TML into water-soluble species that were
xtracted into dilute nitric acid. Lead concentrations in the
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Table 3
Selected publications about trace element determination in fuels using ETV-
ICP-MS

Sample Sample treatment Analytes LOD
(�g L−1)

Refs.

Gasoline Oil-in-water emulsions Cd 0.3 [14]
Cu 2.0
Fe 5.0
Pb 0.4
Tl 3 × 10−3

Gasoline Oil-in-water emulsions Cu 0.22 [39]
Mn 0.02
Ni 0.38
Sn 0.03

Fuel alcohol Addition of 0.3% (v/v)
nitric acid

Ag 0.02 [87]

Cd 0.08
Cu 0.1
Pb 0.05
Tl 0.001

Fuel alcohol Addition of 0.3% (v/v)
nitric acid

Ag 0.015 [92]

Co 0.002
Cu 0.22
Fe 0.72
Mn 0.025
Ni 0.026
As 0.02
Cd 0.07
Pb 0.02

n
m
a
c
o
s
e

t
s
v
v
p
f
a
s
u
v
E
a
d
s
f
r
T
f

5

a
t
r
a
h
g
p
o
l
r
v
a
a
u
d
m
(
d
i
v

A

d
v
d
f
S
a
s

R

[

[

[

Sn 0.010
Tl 0.0008

itric acid extracts were determined by ICP-MS using bis-
uth as internal standard. Reimer and Miyazaki [55] proposed
method for the determination of Ni and V in commer-

ial gasoline by ICP-MS. The samples were prepared as
il-in-water micro-emulsions. The results showed that internal
tandardization and a standard calibration curve method were
quivalent.

A very useful approach for the analysis of organic samples is
he technique of electrothermal vaporization (ETV). With this
ample introduction system, the matrix components are previous
olatilized by employing an appropriate temperature program,
ery similar to ET AAS, before introducing the analyte into the
lasma. This way, the problems related to the complexity of
uel samples can be minimized and the determination of metals
ccomplished satisfactorily [39,87]. In addition, ETV improves
ample introduction efficiency compared to direct solution neb-
lization, making possible the use of small and discrete sample
olumes and rapid sample changeover. The main limitation with
TV sample introduction is the transient nature of the gener-
ted signal, which reduces the number of elements that can be
etermined simultaneously by ICP-MS to five or six [39]. The
ample preparation procedures for the determination of metals in

uels using ETV-ICP-MS depends of the sample matrix and can
each from a simple acidification to the formation of emulsions.
able 3 summarizes some publications using ETV-ICP-MS for
uel analysis.

[
[

[
[
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. Conclusion

Considering the importance of the determination of metallic
nd metalloid species in automotive fuels and the low concen-
ration of these elements there appears to be a significant lack of
eliable methods. Electrothermal AAS with a graphite furnace
nd ETV-ICP-MS appear to be the most appropriate techniques;
owever the lack of certified reference materials is one of the
reatest problems in method development and validation. Com-
lete mineralization of the metal-organic compounds is still the
nly reliable sample preparation technique in order to validate
ess labor-intensive methods. It should be pointed out that spike
ecovery, although frequently applied in the literature, is not a
alid technique to demonstrate the accuracy of a method. To add
certain metal-organic compound, often an oil-soluble salt of

n organic acid, to a fuel sample, and to determine its recovery
sing the same compound in an organic solvent as the stan-
ard does not mean anything. The analyte in the sample, which
ight be present as a completely different organic compound

or several different compounds) might behave in a completely
ifferent way. Hence, really independent techniques, typically
ncluding complete mineralization, are the only way of method
alidation for trace element determination in fuel.
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bstract

A simple, inexpensive and reagent-less colorimetric micro flow analysis (�FA) system was implemented in a polymethyl methacrylate (PMMA)
icro fluidic manifold. A T-shaped micro channel on a PMMA chip was fabricated by laser ablation and topped with molded polydimethylsiloxane

PDMS). The fabricated �FA system was integrated with the optical components as detector and applied to the determination of iron in water
amples. It is based on the measurement of Fe(III)–nitroso-R salt complex at 720 nm formed by the reaction between Fe(III) and nitroso-R salt in
n acetate buffer solution pH 5. The proposed �FA consumed very small amount of reagent and sample, it released waste of less than 2.0 mL h−1.

he relative standard deviation (R.S.D.) was less than 2% (n = 11) with the recovery of 98.7 ± 0.12 (n = 5). The linear range for the determination
f iron in water samples was over the range of 0.05–4.0 �g mL−1 with a correlation coefficient (r2) of 0.9994. The limit of detection (3σ) and limit
f quantitation (10σ) were 0.021 �g mL−1 and 0.081 �g mL−1, respectively with a sample throughput of 40 h−1.

2007 Elsevier B.V. All rights reserved.
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. Introduction

In recent years, various chemical analysis techniques have
istinct advantages in sensitivity, reproducibility, simplicity, cost
ffectiveness, flexibility and rapidity. However, a paradoxical
ituation has emerged because most of the analytical method-
logies employed to analysis of various samples generate a large
mount of chemical wastes, resulting in an environmental and
uman impact. In some circumstances, the chemicals employed
re even more toxic than the species being monitored. As a con-
equence, the work of some analytical chemists has been focused
n the development of methodologies, which are less harmful
o human and to the environment. In the development of a new
nalytical procedure, the amount and toxicity of wastes are as
mportant as any other analytical feature [1]. The micro total

nalytical system, �TAS (also called lab on a chip or micro flow
nalysis), is one of analytical techniques that is rapid, high sensi-
ivity and low waste produced. It involves the miniaturization of

∗ Corresponding author. Tel.: +66 53943341–5x126; fax: +66 53892277.
E-mail address: scislwrn@chiangmai.ac.th (S. Liawruangrath).
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ll function in chemical analysis, including sampling, removal
f interferences, small amount of chemical consumption, and
mall size of mixing and reaction chamber. The entire chemical
easurement device could be miniaturized onto a few square

entimeters [2].
Iron is one of the important elements in plants and ani-

als. Several spectrometric procedures have been used for
nalysis of iron in various samples using various reagents includ-
ng ion chromatography with spectrometric detection [3,4],
V–vis spectrophotometry [5–13] atomic absorption spectrom-

try [14–17], ICP [18,19], flow injection analysis [13,20–27],
hemiluminescence [27], stop flow analysis [28] and voltamme-
ry [29]. Unfortunately these analytical techniques consumed a
arge amount of reagent volumes, and generated a large amount
f hazardous chemical wastes. Some of analytical techniques
equired more analysis time, and they also required complicated
ystem operation and maintenance. Various flow-based meth-
ds for iron determination in water have been reported based on

IA [13,20–27], Stop flow analysis [28] and SIA [30–32] with
pectrometric detection. There are wide choices of complexing
gents for determining iron in water spectrophotometrically. For
xamples, Pascual-Reguera et al. [13] developed normal FIA and
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(Mercury Laser source 25 W); the channel was 200 �m wide,
50 �m deep and 20 mm long. The PDMS top plate was pre-
pared by mixing the ratio 9:1 of silicone elastomer and silicone
curing agent (Sylgard 184, Dow Corning, USA), subsequently

Fig. 1. A micro flow analysis system for Fe(III) determination. S, sample; RB,
S. Kruanetr et al. / T

eversed FIA for determination iron using ferrozine. The pro-
osed method was sensitive with detection limit of 0.012 and
.010 �g mL−1 for normal FIA and reversed FIA, respectively.
he method was satisfactorily applied to the determination of

ron in waste water at a sampling rate of 90 and 50 samples h−1

or normal FIA and reversed FIA, respectively, Asan et al.
20] developed the FIA method for determination of iron. This
ethod is based on the measurement of the absorbance of the

omplex formed between Fe(III) and N,N-dimethylformamide
DMF) at 310 nm. The method was successfully applied to deter-
ination of iron in river water with detection limit and sampling

ate of 0.1 ng mL−1 and 60 h−1, respectively. Nabivanets et al.
33] determined iron by measuring the absorbance of its complex
ith nitroso-R salt at 720 nm in NH4OH buffer. The sensitivity
f the method is very high. The reagent itself does not absorb
t the same wavelength nor do the complexes of other metals
ossibly present in the exits.

Disodium-1-nitroso-2-naphthol-3,6-disulphonate (nitroso-R
alt) was introduced in 1921 by Klooster for the detection of
obalt [34] and subsequently used for determination of small
uantities of this metal in various samples. Other metals such
s iron [33,35–37], copper [35,38] and nickel [39–41] were
eported based on complexation reaction between each metal
ons with nitroso-R salt under suitable experimental conditions.
electivity for determining these metal ions were achieved by
djustment of pH valves with suitable buffer solution and mea-
urement of the absorbance of each metal complex at its λmax
hich was characteristic of each metal ions. Because different
etal-nitroso-R salt complexes gave different λmax values. For

xample, Fe(III), Co(II), Cu(II) and Ni(II) complexes gave the
aximum absorption wavelengths at 710, 425, 480 and 480 nm,

espectively [35,39].
Among the cited spectrophotometric methods, many papers

sed nitroso-R salt as complexing agent for iron determina-
ion only in batch wise process [17,33,35–37], which consumed
ather large amounts of reagents and samples (>1000 mL per
ay). There are also generated a large amount of waste. To
ur present knowledge, no previous articles based on flow
njection spectrometric determination of iron using nitroso-R
alt have been published in the literature. Although tra-
itional FIA procedures consume less reagents than those
onsumed by the batch-wise ones, they still consume rather
arge amounts of reagents and waste generation. Micro flow
njection analysis seems promising to satisfy with these pur-
oses. It has been employed for some environmental analysis
amely nitrite [42,43], nitrate [44], orthophosphate [45], phos-
horous [46], nitrogen dioxide [47] and uric acid [48]. However,
o published articles have been mentioned about iron determi-
ation based on such a micro flow manifold using nitroso-R
alt.

In this paper a simple and greener colorimetric micro flow
nalysis (�FA) system was specially designed and fabricated
sing easily available materials equipment in Thailand and in the

aboratory. The fabricated �FA system was integrated with the
ptical components as detector to achieve the greener analytical
ethod for determination of iron in water samples. It is based

n the complexation between Fe(III) with nitroso-R salt in an

n
(
I
2
U

a 73 (2007) 46–53 47

cetate buffer. Optimum conditions for determining iron were
nvestigated.

. Experimental

.1. Chemicals

All reagents used were of analytical reagent grade (unless oth-
rwise specified) and used without any further purification. All
olutions were prepared and/or diluted with deionized reverse
smosis water (resistivity ≥ 10 M cm).

A standard stock solution of iron 10 �g mL−1 was prepared
rom a standard iron solution (AAS standard, 1000 �g mL−1

erck, Germany). Working standard solutions were prepared
y appropriate dilution of this stock standard solution.

A stock reagent 2.0% w/v nitroso-R salt (Merck, Germany)
olution was prepared by dissolving 2.0 g nitroso-R salt in deion-
zed water and adjusting volume to 100 mL.

Buffer solutions of pH 3–7 and pH 7–10 were prepared
y mixing an appropriate ratio of 0.5 mol L−1 acetic acid
ith 0.5 mol L−1 sodium acetate, and 0.5 mol L−1 ammonium
ydroxide with 0.5 mol L−1 ammonium acetate, respectively.

.2. Apparatus

The micro flow analysis (�FA) system (Fig. 1.) consisted
f a planar T-shaped poly methyl methacrylate (PMMA) �FA
opped with a poly dimethyl siloxane (PDMS) plate (MF), a
omputer controlled selection valves (VICI, Valco Instruments)
SV) and a computer controlled peristaltic pump (ISMATEC)
P). The PMMA �FA was fabricated by using Laser ablation
itroso-R reagent (0.40%) adjusted pH 5 with acetate buffer; SV, selection valve
VICI Valcol Instrument, Co., Inc.); P, peristaltic pump (Reglo digital ISM 834,
MATEC Co., Inc.); MF, a PMMA T-shaped (0.2 mm wide, 0.05 mm deep and
0 mm long) micro flow analyzer; D, UV–vis spectrophotometer (USB2000
V–vis spectrophotometer, Ocean Optics, Inc.); W, waste.
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he mixture was poured into the mold with appropriate design
nd cured at 60 ◦C for 6 h. The PDMS top plate obtained was
lear cubic with three small channels. The first and the sec-
nd channel are used for delivering sample and reagent to the
FA. The third one is used as flow cell (0.8 mm i.d., 10 mm path

ength) where the absorbance of the complex was measured, and
he solution passed out. The �FA flow cell was integrated with
wo fiber optic probes. The first fiber optic probe is connected
o USB2000 spectrophotometer, Ocean Optics, FL. as detec-
or (D) and the second one is connected to tungsten light source.
IAlab Software Version 5.0 (FIAlab Instruments, Medina, WA)
as used to control fiber optic spectrometer and also used for
ata collection. A ten-port selection valves, VICI, Valco Instru-
ents, USA (SV) and a peristaltic pump, ISMATEC peristaltic

ump 0.001–68 mL min−1 per channel with Tygon pump tub-
ng 0.19 mm i.d. (P), controlled by using computer program were
sed for injecting accurate volume of samples (S) and delivering
ppropriate flow rate of reagent (RB). PTFE tubings (0.19 mm
.d.) were used as flow lines connected with the �FA.

.3. Sample collection and pretreatment

Water samples were collected from rainwater, Ang-Keaw
ater reservoir, Ang-Karset water reservoir, Chiang Mai Canal,

nd Mae Ping River in Chaing Mai and Lumpun provinces,
hailand. The water samples were filtered through a 0.45 �m
embrane filter at the selected sampling sites and stored in

olyethylene containers that had been previously washed with
0% nitric acid and rinsed with deionized water for several times.
fter filtration, a 5 mL of concentrated hydrochloric acid was

dded in each liter of water. Water sample (100 mL) was treated
ith 2.0 mol L−1 hydrochloric acid and heated to 200 ◦C. It
as allowed to cool to room temperature, filtered and diluted

o appropriate concentration. The treated water samples were
sed for analysis of iron using the proposed method.

.4. Procedure

The �FA system (Fig. 1) integrated with a fiber optic spec-
rometer to obtain a micro flow manifold for determining of
e(III). The method involved the injection 5 �L of standard or
ample solution containing Fe(III) by switching the selection
alve into a reagent stream of 0.4% w/v nitroso-R salt adjusted
o pH 5 with 0.5 mol L−1 acetate buffer with an appropriate flow
ate of 30 �L min−1 using peristaltic pump with the specially
esired software to control flow system (sample injection vol-
me calculated from aspiration time and flow rate). Nitroso-R
alt and Fe(III) were reacted on T-junction of the �FA (MF)
esulting in a green Fe(III)–nitoso-R complex and then passed
hrough the flow cell fixed in PDMS top plate, where the fiber
ptic probe was placed to measure the absorbance at 720 nm.

. Results and discussion
The fabricated �FA was used as a basis for development of a
reener method for analysis of trace iron. Appropriate micro
ow analysis conditions for the quantitative analysis of iron

e
s
m
t

a 73 (2007) 46–53

ere achieved. The method is based on the measurement of
bsorbance arising from Fe(III)–nitroso-R complex in an acetate
uffer solution pH 5 medium, formed by the reaction of Fe(III)
ith nitroso-R on the T-shaped micro channel in micro flow ana-

yzer. The Fe(III)–nitroso-R complex was measured at 720 nm.
his complexing agent has not been previously applied to Fe(III)
etermination using �FA system. The analyte was introduced
nto the reagent and buffer stream by using a computer con-
rolled selection valve and peristaltic pump. As a sequence,
hey were mixed completely on the T-shaped micro channel in

icro analyzer. Under optimum conditions other species did not
nterfere.

.1. Designed of the micro flow system

The developed micro flow manifold is shown in Fig. 1. It
as designed with two flow lines. The flow line with a ten-
ort selection valves (SV) was used for delivering sample or
tandard solution (S) and the other flow line was used for deliv-
ring reagent (RB) into the �FA system (MF). A T-shaped micro
hannel (0.2 mm wide, 0.05 mm deep and 20 mm long) of the
MMA �FA was topped with a PDMS plate (MF), where a flow

hrough cell (5 �L) was fixed. A flow through cell was connected
ith two fiber optic probes. The first probe, placing at the ver-

ical axis on PDMS top Plate 10 mm from the PMMA chip was
onnected to USB2000 spectrophotometer (D). The second one,
lacing at the vertical axis under the PMMA chip was connected
o tungsten light source. Sample or standard solutions (S) were
ntroduced with accurate volume into the system by timed based
njection using a ten-port selection valves (SV) controlled by the
pecially designed software developed in our laboratory termed
SIA”. This software is also used for controlling the peristaltic
ump (P) with small pump tubing to deliver the reagent at an
ppropriate flow rate through the �FA system. By this design,
eproducible signal with low noise can be achieved. The network
s a T-shape reactor planar on PMMA chip is suitable for pro-
ucing Fe(III)–nitroso-R complex. The system consumed less
eagents volume and released less waste than the traditional FI
ystem (less than 2.0 mL h−1).

.2. Selectivity of the Fe(III)–nitroso-R salt complex

Preliminary investigation indicated that the micro flow sys-
em for iron determination using nitroso-R salts had been formed
o give a selective means as well as copper(II) because they
ould be determined in the presence of each other at different
bsorption wavelengths (720 and 495 nm of Fe(III) and Cu(II)-
omplexes respectively). In addition, selectivity of the nitroso-R
alt for Fe(III) and Cu(II) determinations could be achieved
y adjustment of pH of the reaction medium using appropriate
uffer solution. The sensitivity for Fe(III) determination is five
imes as sensitive as that of Cu(II) using nitroso-R salt under
dentical experimental conditions (see Fig. 4). As mentioned

arlier in the introduction, selectivity for the metal-nitroso-R
alt complexes could be obtained by pH adjustment and the
aximum absorption wavelength for each metal. Therefore, fur-

her investigation was carried out to study the λmax of Fe(III),
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selection valve at sample line over the range between 2.0 �L
and 10.0 �L. Results showed that initially, the absorbance
increased rapidly with increasing sample volume up to 5.0 �L,
above which the absorbance slightly decreased with boarding
S. Kruanetr et al. / T

u(II), Co(II) and Ni(II) under the given conditions; 1 �g mL−1

f each studied metals, 5 �L injection volume, 30 �L min−1

ow rate and 0.40% w/v nitroso-R salt. It was found that the
aximum absorption for the four metal ions were 720, 495,

85, and 530 nm, respectively. The effects of various pH on the
bsorbance of each metal-complex at its λmax were also exam-
ned and plotted in Fig. 4a. It was clear that for Fe(III), Cu(II),
o(II) and Ni(II) could be selectively determined at 720, 495,
85 and 530 nm, respectively, in order to investigate the selectiv-
ty of the reagent for iron over copper and other metals (Co and
i) effects of various pH valves (3.0–10.0) on the absorbances
f Fe, Cu, Co and Ni complexes at 720 nm were carried out.
esults are plotted in Fig. 4b. It was seen that Fe(III)–nitroso-R

alt complex exhibited the greater sensitivity (at pH 5) than those
btained by Cu(II), Co(II) and Ni(II) complexes. The sensitivity
or Fe(III) determination is 5 times, 5.5 times and 4 times as high
s those of Cu(II), Co(II) and Ni(II) complexes, respectively.
t is seen that the maximum absorption wavelengths obtained
y this investigation are rather different from those reported
n the literature for Fe, Cu, Co, and Ni (710, 480, 425 and
80 nm, respectively) [34–41]. Bathochromic shift (red shift)
as obtained in the experimental results (λmax for four metals

tudied) probably owing to the used of different buffer solu-
ion to control the pH level. The present experiment employed
OAc/NaOAc buffer (pH 5) where as the reported experiment
sed NH4OH/HOAc (pH 4) to control the pH of the reaction
edium.

.3. Optimization of the experimental conditions

The proposed micro flow analysis device was developed and
ptimized by a univariate method, to select the optimum condi-
ions for the highest absorbance of Fe(III)–nitroso-R complex.
he value of one variable was changed while keeping the other
ariables at their constant values. Then, by maintaining that
ariable at its optimum value, another was studied. The opti-
um values were selected from the maximum absorbance with

ow background and standard deviation. The optimizations of
he experimental conditions were carried out by using standard
e(III) solution. In all experiments, five replicate measurements
ere performed for each studied parameter. The analytical sig-
al comparing between four standard Fe(III) solutions of this
roposed �FA is shown in Fig. 2

.3.1. Selecting the absorption wavelength
The optimum absorption wavelength for determining Fe(III)

y complexing with nitroso-R salt was studied over the range
f 600–800 nm. It was found that the Fe(III)–nitroso-R complex
ad a maximum absorption with low noise at 720 nm. Therefore,
he absorption wavelength of 720 nm was chosen as the optimum
avelength and used for subsequent experiments.
.3.2. Effect of flow rate
Reagent and/or carrier flow rates can be more or less affected

n the FI signals due to dispersion. A high flow rate leads to
shorter time for each sample passing through the system, a

F
I

ig. 2. Analytical signal for determination of Fe(III) by a T-shaped
MMA �FA system. Fe(III) concentration:(a) 0.1 �g mL−1;(b) 0.5 �g mL−1;(c)
.0 �g mL−1; and (d) 1.5 �g mL−1.

ow precision of the peak height and a high rate of reagent con-
umption. With a low flow rate, the residence time for each
ample is long and the dispersion is large which can reduce
he sensitivity and the sample throughput. Therefore, the effects
f total flow rates on absorption signal of Fe(III)–nitroso-R
omplex in the micro flow analysis system were investigated
or determining iron. The total flow rate was varied over the
ange of 10.0–100.0 �L min−1. It was found that, the absorbance
ncreased with increasing flow rate up to 30.0 �L min−1, above
his flow rate the absorbance decreased. As a result, the optimum
ow rate was 30.0 �L min−1 (Fig. 3).

.3.3. Effect of sample introduction volume
The influence of sample introduction volume on

e(III)–nitroso-R complex absorption was studied by con-
rolling pump flow rate and changing the switching time of
ig. 3. Effect of fow rate on the absorbance of Fe(III)–nitroso-R complex.
ron(III) concentration 1.0 �g mL−1; injection volume 5.0 �L, pH 5.
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Fig. 4. (a) Effect of pH on the absorbances of Fe(III) and some major
interferences (Co(II), Cu(II) and Ni(II)) as their metals-nitroso-R complexes
(1.0 �g mL−1 of Fe(III), Co(II), Cu(II) and Ni(II)) measured at each maximum
wavelength (720, 485, 495 and 530 nm, respectively), 5 �L injection volume,
30 �L min−1 flow rate and 0.4% w/v nitroso-R salt. (b) Effect of pH on the
absorbance of the metal-nitroso-R complexes as in (a) but their absorbances
were measured at 720 nm under the same experimental conditions as in (a).
0 S. Kruanetr et al. / T

eak probably owing to the effect of dispersion. Hence, the
njection volume of 5.0 �L was considered to be optimum
ample introduction volume for the proposed micro flow
ystem, which was used throughout the experiments.

.3.4. Effect of pH
Normally, all complexation reactions between metal ions and

ny organic reagents as ligands are pH dependent. Selectivity
or spectrophotometric determination of each metal ion can be
btained by adjusting the pH level of the reaction medium as
entioned earlier. The pH of solution is not only affecting on

he selectivity but also influenced on the stoichiometry of the
omplexes resulting in hypsochromic shift and/or bathochromic
hift of the maximum absorption wavelength (λmax) depending
n the reaction concerns. Therefore, it is necessary to investigate
he effect of pH on the absorbance of the Fe(III)–nitroso-R salt
omplex.

The absorbance of Fe(III)–nitroso-R complex was studied
t various pH values in the range of 3.0–10.0. The pH values
ere adjusted with acetic acid/sodium acetate buffer solu-

ion (pH 3–7) and ammonium hydroxide/ammonium acetate
uffer solution (pH 7–10). As a consequence, the absorbance of
e(III)–nitroso-R complex was increased while increasing pH
p to about 4.0–6.0 (Fig. 4), above this the absorbance decreased
ignificantly. Hence, pH 5.0 was chosen as the optimum pH value
nd was used for further investigations.

.3.5. Effect of nitroso-R salt concentrations
In general, the amount of reagent (as ligand) greater than

equired stoichiometry of the complex (Fe(III): nitroso-R
alt = 1:3) is required for complete color development. The
ffects of nitroso-R salt concentrations (0.1–1.0% w/v) on the
bsorbance of Fe(III)–nitroso-R complex were studied. The
bsorbance increased with increasing concentrations of nitroso-

from 0.1 to 0.4% w/v, above which the absorbance slightly
ecreased (Fig. 5). As a result the optimum concentration of
itroso-R salt was 0.4% w/v.

.4. Analytical figures of merit

Regarding to the proposed micro flow analysis system for
etermination of iron(III) in water sample illustrated in Fig. 1,
he linear calibration ranges, the detection limits (LOD) and
he limits of quantitation (LOQ) for iron were investigated.
he LOD was determined as the concentration of the analyte

eading to a signal that was three times of the blank stan-
ard deviation (3σ) as reported by Miller and Miller [49].
imilarly, the LOQ was determined as the concentration of
nalyte leading to a signal that was 10 times of the blank stan-
ard deviation (10σ). The calibration graph was linear over the
ange 0.05–4.0 �g mL−1, which was expressed by the regres-
ion equation Y = 0.0328X + 0.0097 (r2 = 0.9994). Where Y is
bsorbance of Fe(III)–nitroso-R complex and X is iron con-

entration (�g mL−1). The LOD and LOQ were 0.021 and
.081 �g mL−1, respectively. The precision of the method based
n repeatability was performed, by 11-replicates of three stan-
ard solutions covering different concentration levels: low,

Fig. 5. Effect of nitroso-R salt concentrations on the absorbance of
Fe(III)–nitroso-R complex. Iron(III) concentration 1.0 �g mL−1; flow rate
30.0 �L min−1; injection volume 5.0 �L; buffer pH 5.
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edium and high (0.1, 1.0 and 3.0 �g mL−1), and the peak
eights (as absorbance) of which were measured. Statistical
valuation revealed that the relative standard deviation of each
oncentration of iron(III) solution was estimated to be 1.25, 0.74
nd 0.58%, respectively. The percentage recovery was studied
y spiking 1.0 �g mL−1 of iron (III) standard solution into water
amples. The results showed that the percentage recovery was
stimated to be 98.7 ± 0.12% (n = 5),

The LOD of the proposed method (21 ng mL−1) far more
igher than that reported by Hirata et al. [25] (0.02 ng mL−1)
ased on FIA with column preconcentration of chelating resin
unctionalized with N-hydroxyethylethylenediamine ligands
nd chemiluminescence detection, with a rather long analysis
ime of 7.5 min sample−1. However, the proposed method was
perated without any preconcentration micro column leading to
oor sensitivity and hence high LOD was obtained. The main
bjective of this work is aim at development of a green ana-
ytical procedure for Fe(III) determination in natural water that
ontaining rather high amounts of Fe(III). Therefore, in this case
xtremely high sensitivity is unnecessary. Further improvement
f this method will be performed to achieve a highly sensi-
ive micro flow method for analyzing any species in biological
amples. Although the proposed method was not as sensitive
s the reported one described above, the proposed method was
imple, cost effective and rapid with a sample throughput of
0 samples h−1 which was five times as rapid as that reported
8 samples h−1) by Hirata et al. [25]. Considering the sample
olume, the proposed method used 5 �L of sample volume
hich was >1000 times less than that reported (5.6 mL) by
irata et al. [25]. The advantages of the proposed �FA sys-

em over the traditional FI system were minimum sample and
eagent consumption, minimum waste generation, small size of
nstrumentation, simple and cost effective.

In contrast to examples of some previous reports found in the
iterature on various analytical methods for Fe(III) determination
ncluding FIA [13], AAS [17], SIA [31] and spectroscopy [11]
nd some hyphenated methods (SIA-FAAS) [30,32] as shown
n Table 2. Several analytical methods provided higher sensitiv-

ty and/or lower LOD values than that obtained by the proposed
FA procedure, but they consumed large amount of reagent and

ample. In a traditional flow based method (FIA and SIA), the
mounts of sample volumes were in the range of 0.187–27 mL

t
t
b
t

able 1
oncentrations of iron(III) in water sample (�g mL−1) analyzed by using the propos

ample Iron contents (�g mL−1), n =

The proposed �FA

a

ain water 0.27 ± 0.02
ap water 1.80 ± 0.15
ng-Keaw water reservoir 3.33 ± 0.22
ng-Karset water reservoir 4.09 ± 0.30
hiang Mai canal 9.80 ± 0.25
ea-Ping river (Chiang Mai province) 8.50 ± 0.20
ea-Ping river (Lumpun province) 20.01 ± 1.73

, calibration method; b, standard addition method.
a 73 (2007) 46–53 51

hereas that consumed by the �FA was 0.005 mL (5 �L). The
verage amounts of waste generation by some reported meth-
ds was more than 300 mL h−1 whereas 2.0 mL h−1 of waste
as produced by the �FA. The SIA method was also required

omplicated system operation, indicating that using the �FA the
ample and reagent consumption can be reduced more than 50
nd 100 times as much as some traditional flow-based meth-
ds. The developed provided by the �FA procedure was also
imple and cost effective. The sensitivity and LOD provided by
AS and spectroscopy are similar to those obtained by the rec-
mmended �FA method, the proposed method is simple, rapid
nd inexpensive with low reagent and sample consumptions,
inimum waste generation and no flame gases are required

compared to AAS).

.5. Effects of interfering ions

The effect of some possible interferences (foreign species) on
he determination of Fe(III) in water sample was undertaken for
he maximum concentration ratio of foreign species (�g mL−1)
o Fe(III) up to 200:1. The tolerance is defined as the for-
ign species concentration causing error smaller than ±10% for
etermining the analyte of interest. The tolerance concentrations
f the studied species to 1.0 �g mL−1 Fe(III) under the opti-
um conditions were >200 �g mL−1 for Na+, K+, Ca2+, NO3

−,
O2

− and SO4
2−; 100 �g mL−1 for Pb2+, Cr3+, Mg2+, Cd2+,

l− and PO4
3−; 70 �g mL−1 for Mn2+ and Zn2+; 30 �g mL−1

or Co2+ and Cu2+ and 25 �g mL−1 for Ni2+.

.6. Sample analysis

Following the procedure described in the previous sections,
he proposed method was applied to the determination of Fe(III)
n natural water samples. The water samples were collected
rom rainwater, Ang-Keaw water reservoir, Ang-Karset water
eservoir, Chiang Mai Canal, and Mae Ping River in Chaing

ai and Lumpun provinces, Thailand. The results are given
n Table 1 compared with those obtained by atomic absorp-

ion spectrophotometry. It is shown that the results obtained by
he proposed device agreed well with those obtained by AAS,
ecause the calculated student t-value (0.26, n = 11) was less
han the theoretical value (2.23) at confident level of 95%. The

ed �FA

5

FAAS

b a b

0.28 ± 0.03 0.25 ± 0.02 0.30 ± 0.05
1.76 ± 0.20 1.70 ± 0.25 1.83 ± 0.10
3.61 ± 0.30 3.70 ± 0.20 4.09 ± 0.25
5.04 ± 0.21 4.57 ± 0.28 5.10 ± 0.32
9.60 ± 0.12 10.01 ± 0.33 10.70 ± 0.27
9.02 ± 0.25 9.50 ± 0.31 8.30 ± 0.17

19.20 ± 1.11 18.60 ± 1.50 19.40 ± 1.06
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Table 2
Comparison of the analytical characteristics of various analytical techniques for analysis of iron(III) with those obtained by the proposed.

Analytical methods Speed (sample h−1) Sample volume (mL) Flow rate (mL min−1) Waste (mL h−1) Detection limit (�g mL−1)

The proposed method 40 0.005 0.030 <2.0 0.021
Spectroscopy [11] No report >1.0 – >500 0.010
FIA ferrozine [13] 90 0.600 4.6 300 0.012
FI-CL hydrogen peroxide [25] 8 5.6 2.8 >250 2.0 × 10−5

AAS [17] No report >1.0 – >300 0.0196
SIA [31] 40 0.187 2.8 200 0.018
SIA-FAAS [30] 18.5 1.83 1.0–5.5 >600 0.03
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mounts of Fe(III) in water samples analyzed by the proposed
ethod were in the range of 0.2–20 �g mL−1. With respect to

he amounts of chemical and reagents consumption, the pro-
osed micro flow analysis method consumed smaller amount of
hemical and reagent than those consumed by other methods; it
lso released smaller waste than those produced by other meth-
ds as shown in Table 2. Since the proposed micro-flow system
mploys miniaturized components (selection valve, peristaltic
ump and fiber optic spectrometer) and a laptop for data manip-
lation that seem promising for adoption to being portable. The
aptop can be replaced by a micro computer or personal digital
ssistant (pocket PC or palm) which makes the device become
ore portable and suitable for field monitoring. These have

een studied in details, which will be described in subsequent
ublication.

. Conclusions

It can be concluded that, the proposed method has been satis-
actorily applied to the determination of Fe(III) in water samples
ith the relative standard deviation (%R.S.D.) in the ranges of
.58–1.25% and the percentage recovery of 98.7 ± 0.12 (n = 5).
n addition, the use of nitroso-R salt as complexing agent using
he proposed micro flow device has proven to be highly precise
R.S.D. of less than 2%) sensitive, (LOD = 0.021 �g mL−1 and
OQ = 0.081 �g mL−1), accurate (%recovery of 98.7 ± 0.12,
= 5) and rapid with a sample throughput of 40 h−1. The pro-
osed micro analysis method also consumed very small amount
f chemicals and reagents (less than 2.0 mL h−1), with minimum
aste production. It is also simple and inexpensive. Hence, it is

onsidered to be a green analytical technique and environmental
riendly technique.
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bstract

A sensitive and robust high-performance liquid chromatography–electrospray ionization tandem mass spectrometry method to analyze 4-
methylnitrosamino)-1-(3-pyridyl)-1-butanone (NNK) and its five metabolites in one passage was developed and validated. The method achieved
xcellent reproducibility and accuracy. Linearity was observed for all six compounds (R2 = 0.999) with detection limits (S/N ≥ 3) ranging from
.2 to 2.4 pg on column and 0.01–0.12 ng ml−1 in samples injected. Average intra-day and inter-day variations (% R.S.D.) were 1.2 and 3.5%,

espectively. A sample preparation method involving C8 and C18 solid phase extraction provided satisfactory recovery of the analytes in mouse
rine. Each NNK metabolite was identified by its chromatographic retention time and specific fragmentation pattern. Since the carcinogenicity of
NK is related to its metabolism, the method described in this report should facilitate toxicological investigations into the carcinogenesis due to
NK exposure in the environment.
2007 Elsevier B.V. All rights reserved.

S; M

4

eywords: 4-(Methylnitrosamino)-1-(3-pyridyl)-1-butanone (NNK); LC–MS/M

. Introduction
Epidemiological data have shown an increased risk
f lung cancer in nonsmokers exposed to environmental
obacco smoke (ETS) [1,2]. Tobacco-specific nitrosamine

Abbreviations: As, arsenic; CAD, collision-assisted dissociation; CE,
ollision energy; 13C6-NNK, [1′,2′,3′,4′,5′,6′-13C6]-NNK; CXP, cell exit
otential; d3-NNAL, 4-(methyl-d3-nitrosamino)-1-(3-pyridyl)-1-butanol; DP,
eclustering potential; ESI-MS/MS, electrospray ionization tandem mass spec-
rometry; ETS, environmental tobacco smoke; FP, focusing potential; GC,
as chromatography; GC–TEA, GC with thermal-energy analyzer; HPB,
-hydroxy-1-(3-pyridyl)-1-butanone; HPLC, high performance liquid chro-
atography; Hydroxy acid, 4-hydroxy-4-(3-pyridyl)-butyric acid; IS, internal

tandards; Keto acid, 4-oxo-4-(3-pyridyl)-butyric acid; LC–MS/MS, (liq-
id chromatography/tandem mass spectrometry); LOD, limit of detection;
OQ, limit of quantification; MRM, multiple reaction monitoring; NNAL,
-(methylnitrosamino)-1-(3-pyridyl)-1-butanol; NNK, 4-(methylnitrosamino)-
-(3-pyridyl)-1-butanone; PBD, 1-(3-pyridyl)-1,4-butanediol; RSD, relative
tandard deviation; SPE, solid phase extraction
∗ Corresponding author at: Division of Environmental Health and Occu-
ational Medicine, National Health Research Institutes, No 35 Keyan Road,
hunan Town, Miaoli County 350, Taiwan. Tel.: +886 37 246166x36500;

ax: +886 37 587406.
E-mail address: dphsieh@nhri.org.tw (D.P.H. Hsieh).
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etabolite

-(methylnitrosamino)-1-(3-pyridyl)-1-butanone (NNK) is
elieved to play a significant role in lung cancer in smok-
rs. It is a potent carcinogen in rodents, inducing primarily
denocarinoma of the lung, the most common type of lung
ancer observed in nonsmokers [3–5]. In humans, rodents, and
rimates, NNK is extensively and rapidly metabolized to 4-
methylnitrosamino)-1-(3-pyridyl)-1-butanol (NNAL). NNAL,
ike NNK, is also a potent pulmonary carcinogen in rodents.
he major pathways of NNK and NNAL metabolic activation

o DNA adducts formation involve �-hydroxylation of the
erminal carbons adjacent to N-nitroso groups. This metabolic
ctivation pathway occurs for a wide range of nitrosamines
6,7]. The �-hydroxylation of NNK and NNAL can proceed
t either the methyl or methylene carbon, producing the sec-
ndary products 4-hydroxy-1-(3-pyridyl)-1-butanone (HPB),
-oxo-4-(3-pyridyl)-butyric acid (keto acid), 1-(3-pyridyl)-1,4-
utanediol (PBD) and 4-hydroxy-4-(3-pyridyl)-butyric acid
hydroxy acid) as shown in Fig. 1.
NNK metabolites are useful biomarkers for metabolic
ctivation or detoxification of NNK in an exposed individual.
ecause epidemiological studies showed that lung cancer risk
as increased in arseniasis-endemic areas in Taiwan, an interac-
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Fig. 1. Structures of

ion between cigarette smoke and arsenic (As) was proposed [8]
o test the hypothesis that As exposure may enhance the NNK
arcinogenicity by altering its metabolism. To further examine
his metabolic modulation of NNK carcinogenicity in laboratory
nimals, a sensitive and rapid analytical method is needed to
onitor the profiles of NNK metabolites. To date, the most
idely used approach for the detection/separation/identification
f NNK and its metabolites has been high performance liquid
hromatography (HPLC) [9,10], followed by gas chromatog-
aphy (GC) being less commonly used [11,12]. The use of
igh-performance liquid chromatography–electrospray ioniza-
ion tandem mass spectrometry (LC–MS/MS) [13–15] instead
f GC with thermal-energy analyzer (GC–TEA) [16–19]
rovides higher throughput with analyte-specific detections
ased on both retention time and structurally specific analyte
ragmentation information.

As part of our study on the NNK carcinogenicity in non-
moking females in Taiwan, we have developed and validated a
C–MS/MS method that takes advantage of the specificity and
ensitivity of tandem mass spectrometry. We also demonstrated
he utility of this method in analyzing NNK, conjugated NNAL,
ree NNAL and several metabolites in the urine samples of mice
hat had been dosed NNK. Quantification was achieved by the
se of trideuterated NNAL and 13C6-NNK as internal standards.
he urinary metabolites were collected by solid phase extrac-

ion (SPE) with C18 and C8 columns. This analytical procedure
as greatly facilitated our study on the metabolism of NNK in
elation to its carcinogenicity in animals.

. Experimental

.1. Chemicals

All the solvents and salts used in this study were of
nalytical grade from Merck (Darmstadt, Germany). Water
sed was purified by a Millipore (Bedford, MA, USA)
illi-Q water system. �-Glucuronidase type IX-A (product
7396) from Sigma–Aldrich (St. Louis, MO, USA), 4-
methylnitrosamino)-1-(3-pyridyl)-1-butanone (NNK), 4-(me-
hylnitrosamino)-1-(3-pyridyl)-1-butanol (NNAL), 4-oxo-4-(3-
yridyl)-butyric acid, 4-hydroxy-1-(3-pyridyl)-1-butanone
HPB), 1-(3-pyridyl)-1,4-butanediol (PBD), and 4-hydroxy-

p
w
l
p

and its metabolites.

-(3-pyridyl)-butyric acid were purchased from Toronto
esearch Chemicals Inc. (North York, Canada). 4-(methyl-
3-nitrosamino)-1-(3-pyridyl)-1-butanol (d3-NNAL) and
1′,2′,3′,4′,5′,6′-13C6]-NNK (13C6-NNK) were obtained for
se as internal standards from Toronto Research Chemicals
nc. (North York, Canada) and Cambridge Isotope Laboratories
Andover, MA), respectively.

.2. Sample preparation

All of the reference analytes were prepared as 1 mg ml−1

tandard stock solutions in methanol and stored at 4 ◦C. Then
he standard solutions were diluted to 0.03–150 ng ml−1 with
% methanol containing 10 mM ammonium acetate, pH 6.5 and
piked with a fixed amount of 1 ng ml−1 d3-NNAL as internal
tandards (IS) for NNAL, PBD and hydroxy acid, and 13C6-
NK for NNK, HPB and keto acid.
Each 0.25 ml A/J mouse urine sample was spiked with NNK

nd its metabolites at 3 and 15 ng ml−1, respectively. For deter-
ination of recoveries, the spiked samples were loaded onto SPE
aters C18 or C8 (100 mg × 1 ml, Milford Massachusetts, Ire-

and) cartridges preconditioned with 1 ml of methanol followed
y 1 ml of Milli-Q water. After loading the sample, the cartridge
as washed with 1 ml of Milli-Q water. The analytes in samples
ere eluted with 1 ml of 5% methanol containing 10 mM ammo-
ium acetate (pH 6.5) and 1 ml of 50% methanol. The eluates
ere dried under vacuum (Thermo SpeedVac, Waltham, MA,
SA, 1200 rpm, 40 ◦C, 180 min) and reconstituted with 0.25 ml
f 5% methanol containing 10 mM ammonium acetate, pH 6.5
or LC–MS/MS analysis.

The enzyme hydrolysis and SPE procedure for urine samples
f A/J mice treated with NNK was performed according to the
ethod of Byrd and Ogden [15] with a slight modification. Each

.5 ml mouse urine sample was spiked with 50 �l of 10 ng ml−1

3-NNAL and 13C6-NNK and divided into 0.25 ml used for free
NAL determination and 0.25 ml for total NNAL determina-

ion. For total NNAL determination, the urine samples were
cidified to precipitate proteins, centrifuged, and were added
5,000 units of �-glucuronidase enzyme in 1 ml of the 50 mM

hosphate buffer (pH 7.0). The mixture was incubated at 37 ◦C
ith shaking at 250 rpm for 20 h. Preparation of the metabo-

ites freed up for LC–MS/MS analysis was as described in the
receding paragraph.



78 H.-L. Lee et al. / Talanta 73 (2007) 76–80

Table 1
Operation parameters of simultaneous analysis of six tobacco-specific nitrosamine metabolites by LC–MS/MS in MRM mode.

Analyte Precursor ions (m/z) Product ions (m/z) DPa (V) FPb (V) CEc (V) CXPd (V)

(A) Hydroxy acid 182 164 46 290 23 24
(B) Keto acid 180 134 46 330 29 22
(C) PBD 168 108 46 330 47 18
(D) HPB 166 106 41 310 25 18
(E) NNAL 210 93 36 270 29 16
(F) NNK 208 122 36 260 17 20
(G) d3-NNAL 213 93 41 240 29 16
(H) 13C6-NNK 214 128 36 290 19 22
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Declustering potential.
b Focusing potential.
c Collision energy.
d Cell exit potential.

.3. Liquid chromatography

HPLC analysis was performed with a PE series 200 binary
ump and auto-sampler (PE series 200, Perkin-Elmer, Norfolk,
T, USA) system and 20 �l injections of each sample. Analytes
ere separated on a C18 column (Thermo Electron Corporation,
.1 mm × 150 mm, 3 �m, Waltham, MA, USA) at a flow rate of
00 �l min−1. The optimized mobile phase gradient involved
he following alternation of mobile phase A (5% methanol con-
aining 10 mM ammonium acetate) and mobile phase B (95%

ethanol containing 10 mM ammonium acetate): 92:8 mobile
hase A/mobile phase B (v/v) from 0 to 6 min; 30:70 mobile
hase A/mobile phase B (v/v) from 6 to 10 min, holding this
omposition until 16 min, then quickly returning to 100% mobile
hase B and then 100% mobile phase A to finish a 20 min cycle
f analysis before the next sample was injected.

.4. Electrospray ionization tandem mass spectrometry
ESI-MS/MS)

The separated analytes eluted from the HPLC system were
ntroduced into a triple-quadrupole mass spectrometer, API 3000
Applied Biosystem/MDS SCIEX, Concord, Ontario, Canada),
perating with a TurboIonSpray source. The mass spectrom-
ter coupled with electrospray ionization (ESI) interfaces was
perated in positive ion mode and ion spray voltage at 5500 V.
urbospray settings were as follows: nebulizer and curtain gas at
2 l min−1, collision-assisted dissociation (CAD) at 12 l min−1,
urbo gas at 8 l min−1, and the source heater probe temperature
t 400 ◦C. For the most sensitive quantitative analysis of NNK
etabolites, measurements were taken in the multiple reaction
onitoring (MRM) mode, which included precursor ions, prod-

ct ions, declustering potential (DP), focusing potential (FP),
ollision energy (CE), and cell exit potential (CXP) as listed in
able 1.

. Results and discussion
.1. Method development

Our goal in the present study was to develop a simple
nd rapid method with demonstrated validity for the detec-

c
s
a
c

ion/identification/quantification of NNK and its metabolites.
any variables affect the separation performance and signal

ntensities, such as column, organic solvent, pH and buffer solu-
ion. To achieve maximum sensitivity and optimize peak shape,
e evaluated different types of solvents, including methanol and

cetonitrile both containing ammonium acetate. The presence
f ammonium acetate strongly facilitated the retention of NNK
nd its metabolites on the HPLC column and also enhanced
hromatographic selectivity and reproducibility.

Experiments using a mobile phase A (5% methanol con-
aining 10 mM ammonium acetate) and mobile phase B (95%

ethanol containing 10 mM ammonium acetate) with different
H values yielded an optimal pH of 6.5, which produced peaks
or the NNK metabolites with the best resolution. Under the
tarting condition of 92:8 mobile phase A and mobile phase

(v/v), separation of all of the compounds with well-defined
eak shapes and maximum sensitivity were observed, as shown
n Fig. 2. In the positive ionization mode, the most abundant ions
bserved were the single-charged molecular cations of NNK and
ll its metabolites. The turbo ion spray source features a heated
robe that directs hot nitrogen gas toward the spray aerosol; the
ptimal temperature was 400 ◦C.

The fragmentation patterns of each compound are described
n the Table 1. One major advantage of MS–MS for trace anal-
sis is its added identity confirmation for analytes due to their
haracteristic product ions from selected precursors ions. Frag-
entation studies and optimization of MRM conditions were

ealized by infusions of standard solutions of each analyte.

.2. Calibration curve and limit of quantification

One important consideration in the development of any ana-
ytical method is the linearity range and sensitivity of the method.
ur calibration curves ranged from 0.03 to 150 ng ml−1. Excel-

ent linearity was obtained with correlation coefficient values
etween 0.998 and 0.999.

Calibration curves were obtained by analyzing a series of
lank mice urines spiked with reference standards over a con-

entration range, with 13C6-NNK and d3-NNAL used as internal
tandards. Calibration curves were constructed by plotting peak
rea ratio of the reference standard and internal standard against
oncentration.
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Fig. 2. LC–MS/MS chromatogram of reference compounds using MRM (multiple reaction monitor) mode. (A) 1.5 ng ml−1 hydroxy acid, (B) 1.5 ng ml−1 keto acid,
(C) 1.5 ng ml−1 PBD, (D) 1.0 ng ml−1 HPB, (E) 1.0 ng ml−1 NNAL and (F) 0.5 ng ml−1 NNK. All compounds were dissolved in [5% methanol + 10 mM ammonium
acetate].

Table 2
Precision and limit of detection (LOD) and limit of quantification (LOQ) of the LC–MS/MS method developed for NNK and its metabolites

Analyte Intra assay precisiona Inter assay precisiona LOD (ng ml−1)b LOQ (ng ml−1) c

Hydroxy acid 2.0 3.5 0.12 0.41
Keto acid 1.6 3.0 0.09 0.29
PBD 1.2 3.2 0.02 0.07
HPB 1.7 3.4 0.05 0.17
NNAL 1.3 2.1 0.01 0.03
NNK 1.5 2.5 0.02 0.06

t
a
b
c
0
p
r
m
p
a
a
c

3

o
c

are shown in Table 3. The recovery rates using C18 cartridges
were greater than those using C8 cartridges. The mean recov-
ery rates of NNK and metabolites using C18 cartridges at 3
and 15 ng ml−1 were 78.2–95.5% and 80.5–98.7%, respectively.

Table 3
Recoveries of NNK and its metabolites in A/J mouse urine from C8 and C18
extraction

Mean recovery (%)a

Analyte C8 SPE C18 SPE

3 ng ml−1 15 ng ml−1 3 ng ml−1 15 ng ml−1

Hydroxy acid 75.2 ± 5.5 80.7 ± 4.5 78.2 ± 5.6 80.5 ± 4.2
Keto acid 80.1 ± 4.6 85.9 ± 3.2 82.3 ± 5.2 90.1 ± 3.1
PBD 89.1 ± 3.5 96.1 ± 2.5 89.1 ± 3.7 95.3 ± 2.6
a R.S.D. (%), n = 5, concentration of analyzed samples = 1.5 ng ml−1.
b S/N ≥ 3.
c S/N ≥ 10.

The limit of detection (LOD) and limit of quantifica-
ion (LOQ) were defined by peak heights, respectively, 3
nd 10 times higher than the maximum baseline height of
lank. As shown in Table 2, the LOD and LOQ for the
oncentrations of the six NNK metabolites were between
.01–0.12 ng ml−1 and 0.03–0.41 ng ml−1, respectively. The
recision of the method was determined by calculating the
elative standard deviation (R.S.D.) of the replicate measure-
ents. All R.S.D. were less than 3.5% for intra and inter-assay

recision. Precision and recovery could be improved by using
better internal standard for the secondary metabolites, such

s a stable isotope-labeled analog when it becomes available
ommercially.

.3. Recovery of metabolites in urine
The recovery rates of NNK and its metabolites in 0.25 ml
f A/J mouse urine determined for SPE using C8 and C18
artridges at two different concentrations (3 and 15 ng ml−1)

H
N
N

PB 90.2 ± 3.5 98.6 ± 2.8 90.1 ± 3.0 97.4 ± 2.5
NAL 87.2 ± 3.3 88.8 ± 2.4 95.5 ± 2.8 98.7 ± 2.3
NK 89.5 ± 2.5 90.3 ± 2.0 94.7 ± 2.5 97.2 ± 2.1

a n = 5.
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Table 4
Limit of detection (LOD) and limit of quantification (LOQ) of some comparable analytical methods

Method Analyte LOD (ng ml−1) LOQ (ng ml−1) Reference

LC–MS/MS NNK, NNAL 0.05, 1.23 NDa [13]
LC–MS/MS NNAL NDa 0.02 [15]
LC–MS/MS NNK, NNAL, keto acid, hydroxy acid, HPB, PBD 0.01–0.12 0.03–0.41 This study
GC–TEA NNAL a

HPLC NNK, NNAL, keto acid, hydroxy acid, HPB, PBD

a ND = no data given.

Fig. 3. LC–MS/MS chromatogram of NNK metabolites in A/J mouse urine
using MRM (multiple reaction monitor) mode. (A) Hydroxy acid, (B) keto acid,
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C) PBD, (D) HPB, (E) NNAL and (F) NNK. All compounds were redissolved
n [5% methanol + 10 mM ammonium acetate] for LC–MS/MS analysis.

hus, C18 is the cartridge of choice in the sample preparation
rocess. The developed method was applied to the analysis of
he urine samples of mice treated with NNK (0.5 mg/mice/day).
he results are shown as in Fig. 3. From urine analysis, the
mount of total NNAL was about 10-fold greater than the free
NAL. The method was used to demonstrate the influence of
ther chemicals on the kinetic and metabolism of NNK in A/J
ice (results to be published elsewhere). This method is useful in
wide range of samples including those from smoke-exposed

nimals, if samples are properly concentrated. Our method is
avorably compared with some known methods in terms of ana-
ytes applicable, LOD and LOQ as shown in Table 4.

. Conclusion

A rapid LC–MS/MS method combined with an

ff-line SPE step has been developed for detec-
ion//identification/quantification/ of NNK and its primary
nd secondary metabolites in A/J mouse urine. Satisfactory
ecoveries and precision were obtained ranging from 78.2

[
[

[

ND 0.02 [16]
20–250 NDa [9]

o 98.7% at trace levels in all cases, with relative standard
eviations lower than 3.5%. The selectivity and sensitivity of
his method to measure six NNK metabolites simultaneously
ould greatly facilitate studies of the metabolism of NNK in

elation to its carcinogenicity in animals.
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bstract

In this study, we investigate highly efficient sonogel carbon electrode (SGC/TiO2) modified with nanostructured titanium dioxide synthesized
ia sol–gel method employing surfactant template for tailor-designing the structural properties of TiO2. The stable SGC/TiO2 electrode detects
atechol, a neurotransmitter, in the presence of ascorbic acid, a common interferent, using cyclic voltammetry. A possible rationale for the stable
atechol detection of SGC/TiO2 electrode is attributed to most likely the adsorption of catechol onto highly porous TiO2 (surface area of 147 m2 g−1

nd porosity of 46.2%), and the formation of C H (OTi) bond between catechol and TiO . The catechol absorbed onto TiO rapidly reaches the
6 4 2 2 2

GC surface, then is oxidized, involving two electrons (e−) and two protons (H+). As a result, the surface of TiO2 acts as an electron-transfer
ccelerator between the SGC electrode and catechol. In addition to the quantitative and qualitative detection of catechol, the SGC/TiO2 electrode
eveloped here meets the profitable features of electrode including mechanical stability, physical rigidity, and enhanced catalytic properties.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Recently, electrochemical detection of neurotransmitters
sing smart sensors has attracted neuroscientists’ attention since
he altered levels of such chemicals have been associated with

ental and behavioral disorders such as schizophrenia, atten-
ion deficient disorder, Alzheimer’s disease, Parkinson’s disease,
ating disorders, epilepsy, amphetamine addiction, and cocaine
ddiction [1]. One of the major challenges in assessing their envi-
onmental fate and distribution in the human body is to measure
hem in situ in a more effective way. As a result, there is an
rgent need to develop innovative sensors to detect catechol and
ts derivatives, a class of neurotransmitters (1,2 dihydroxyben-
enes) [2].
In synthesizing inorganic materials with reactivity and
unctionality, sol–gel process is among the most promising
ethods. Sol–gel method refers to the formation of solid

∗ Corresponding author. Tel.: +1 937 775 2480; fax: +1 937 775 2717.
E-mail address: suzanne.lunsford@wright.edu (S.K. Lunsford).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.03.002
structure; Neurotransmitters; Sensor; Sol–gel; Titanium dioxide

norganic material from its liquid molecular precursors through
oom temperature wet chemistry-based procedures [3–7]. The
pplication of sol–gel chemistry in fabricating carbon-based
lectrode has attracted great attention in developing a new
ype of sensors [8–10]. Recently, solid graphite composite
lectrode was synthesized via sonocatalysis, where high energy
ltrasonic cavitation is applied directly to the silica alkoxide
recursors for their prompt hydrolysis [11]. Furthermore,
he deliberate chemical modification of the electrode surface
ith a suitable reagent results in the control of the rates and

electivities of electrochemical reactions at the solid/liquid
nterface [12,13]. One of popular approaches for the chemical

odification is to use electroactive polymeric films onto the
lectrode surface [14–16]. Chitosan-modifed electrode has
lso been reported to be effective for the detection of phenolic
ompounds [17]. However, due to the real challenges of
chieving successful analysis of clinical and environmental

amples in the presence of common interferents, it is believed
hat the properties of the electrode, such as mechanical stability,
hysical rigidity, surface renewability, and selectivity, should
e significantly improved before the electrode can become
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ompetitive for full-scale applications in developing such
ensors.

In this study, we have synthesized a sonogel carbon electrode
odified with highly active nanostructured titanium dioxide

denoted as SGC/TiO2) as a new class of sensors. The syn-
hesis of nanostructured TiO2 is of great interest because of
ts attractive optical, electrical, chemical, and catalytic prop-
rties [18,19]. Fabrication of well-defined nanostructured TiO2
r other inorganic oxides has been achieved via sol–gel meth-
ds employing self-assembly of surfactant molecules as pore
emplates in the inorganic networks with high surface area
20–22]. Surfactants added in the TiO2 sol can self-assemble into
icelles, which can incorporate the titanium alkoxide around the
icellar corona, forming surfactant organic core/TiO2 inorganic

hell composites. After heat treatment to remove the surfac-
ant templates, the final TiO2 has continuous phase porous
norganic network and tunable pore size similar to the micel-
ar size. Applying such a nanotechnological approach, we can
abricate TiO2 material with tailor-designed porous structure,
hich can enhance adsorption of molecules of interest at the
iO2 surface. The nanostructured TiO2 shows high adsorp-

ion capacity and catalytic activity toward organic molecules
20].

In addition to new nanotechnological and new materials
hemistry procedures for the synthesis of SGC/TiO2 electrode,
his paper investigates the detection of catechol in the pres-
nce of ascorbic acid, a common interferent, with the SGC/TiO2
lectrode using cyclic voltammetry (CV), where the oxidation
eaks for catechol and ascorbic acid are too close to allow their
esolution [23,24]. A possible rationale for the stable catechol
etection of SGC/TiO2 electrode and the role of TiO2 in facil-
tating adsorption of catechol and thus in accelerating charge
ransfer between catechol and SGC electrode are discussed.
he SGC/TiO2 electrode developed here meets the profitable

eatures of electrode including the quantitative and qualitative
etection of catechol, mechanical stability, physical rigidity, and
nhanced catalytic properties.

. Experimental

.1. Sonogel carbon electrode

For the fabrication of sonogel carbon (SGC) electrode, 1.5 ml
f methyltrimethoxysilane (MTMOS, Fluka) was added into
.3 ml of 0.2 M HCl solution [11]. This mixture was sonicated in
n ultrasonicator (2510R-DH, Bransonic) for 15 s. Then, 3 g of
raphite carbon powder (Alfa Aesar, 99.999%) was added into
he MTMOS solution and mixed thoroughly for 10 min, where
he total volume of the reactants was significantly reduced up to
0%, condensing the SGC. A 0.25 mm copper wire (Alfa Aesar)
as installed inside 0.69 mm I.D. capillary glass tube (Sutter

nstrument) used as the bodies of the SGC electrode. The glass
ube was filled with the SGC, and dried at 40 ◦C for 24 h. Finally,

he tip of the SGC electrode was polished with a fine sand paper,
ollowed by wiped with a soft tissue. Adherence between cop-
er wire and SGC was stable at more than 180 g cm−1 of tensile
trength.

g
m
E
m

a 73 (2007) 172–177 173

.2. Modification with nanostructured TiO2

The TiO2 was synthesized via sol–gel method. In order to
ontrol the structural properties of TiO2 at the nano-level, the
pproach introduced in this study involved the use of a surfac-
ant for the precise orchestration of the titanium precursor in the
ol and the synthesis of the final TiO2 material with high poros-
ty [20–22]. Polyoxyethylenesorbitan monooleate (Tween 80,
ldrich) surfactant was selected as a pore directing agent in TiO2

ol [20]. A suitable amount of Tween 80 was homogeneously
issolved in isopropanol (iPrOH, Fisher). Acetic acid (Fisher)
as added into the solution for the esterification reaction with

PrOH to generate water [25]. When adding titanium tetraiso-
ropoxide (TTIP, Aldrich) as TiO2 precursor into the solution,
ydrolysis and condensation reactions of TTIP occurred, form-
ng a stable TiO2 sol. The molar ratio of the ingredients was
ptimized at Tween 80:iPrOH:acetic acid:TTIP = 1:45:6:1.

The tip of SGC electrode was dipped into the TiO2 sol for
s and taken out. After coating, the SGC/TiO2 electrode was
ried at room temperature for 1 h and calcined in a multiseg-
ent programmable furnace (Paragon HT-22-D, Thermcraft) to

emove the surfactant templates and obtain a desirable crys-
al phase of TiO2. The temperature was increased at a ramp
ate of 3 ◦C min−1 to 500 ◦C, maintained at this temperature
or 20 min, and cooled down naturally. Due to the difficulty
o directly characterize the properties of TiO2 materials on the
GC electrode, easy-to-remove TiO2 coating was prepared on
orosilicate glass (Micro slide, Gold Seal), assuming that if the
ubstrate changes, the porous structure and crystal phase of TiO2
eported here are similar since those properties originate from the
urfactant addition and heat treatment rather than the substrate
roperties [26]. For comparison, control SGC electrode without
iO2 was synthesized and SGC electrode modified with con-
ucting polymer, poly(3-methylthiophene) (denoted as P3MT)
as also fabricated, based on the method described elsewhere

1,27].

.3. Characterization of SGC/TiO2

In order to determine the crystallographic structure of TiO2,
-ray diffraction (XRD) analysis using a Kristalloflex D500
iffractometer (Siemens) with Cu K� (λ = 1.5406 Å) radia-
ion was employed. A porosimetry analyzer (Tristar 3000,

icromeritics) was used to determine structural characteris-
ics of TiO2 including Brunauer, Emmett, and Teller (BET)
pecific surface area, porosity, and pore size distribution in
he mesoporous range, using nitrogen adsorption and des-
rption isotherms. The structure of TiO2 materials at the
ano-level was visualized using a JEM-2010F (JEOL) high
esolution-transmission electron microscope (HR-TEM) with

field emission gun at 200 kV. The TiO2 sample scratched
rom the easy-to-remove TiO2 coating on glass substrate was
ispersed in methanol and fixed on a carbon-coated copper

rid (LC200-Cu, Electron Microscopy Sciences). An environ-
ental scanning electron microscope (ESEM, Philips XL 30
SEM-FEG) was used to investigate the electrode surface at the
icro-level. An elemental composition analysis of TiO2 was per-
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ormed using an energy dispersive X-ray spectroscope (EDAX,
xford Isis) connected to the HR-TEM and ESEM.

.4. Detection of catechol

Electrochemical measurement of catechol was carried out
ith an Electrochemical Workstation (Epsilon, Bioanalytical
ystems), based on CV employing three electrodes: Pt aux-

liary electrode (Bioanalytical Systems), Ag/AgCl reference
lectrode (Bioanalytical Systems), and SGC/TiO2 working elec-
rode developed here. Catechol of 5 mM solution (C6H4(OH)2,
luka) as a target compound to detect and ascorbic acid of
mM solution (C6H8O6, Aldrich) as an interferent compound

o resolve were prepared in 10 mM sulfuric acid (Aldrich) at pH
.7 with deionized water. The scan rate of CV was 100 mV s−1.
n order to investigate the relation between current in CV and
atechol concentration, catechol concentration was varied from
.1 to 1.0 mM. The chemical bondings between TiO2 and cat-
chol during the experiment were monitored using Fourier
ransform infrared spectroscope (FTIR, Perkin-Elmer 1610).
n comparison to the conditions above, (i) 1 mM dopamine
C8H11NO2HCL, Aldrich), another neurotransmitter in 0.1 M

hosphate buffer with 0.1 M NaCl at pH 7.4, and (ii) 10 mM
atechol and 10 mM acetaminophen (CH3CONHC6H4OH,
ldrich), another common interferent in 0.1 M phosphate buffer

nd 0.1 M NaCl solution at pH 7.4 were tested.

t
e
t
F

ig. 1. Cyclic voltammograms of (a) 5 mM catechol and 5 mM ascorbic acid in 10 mM
aCl (pH 7.4); and (c) 10 mM catechol and 10 mM acetaminophen in 0.1 M phosph

onogel carbon electrode (SGC) and blue line in the outer is for titanium dioxide-
nterpretation of the references to colour in this figure legend, the reader is referred to
a 73 (2007) 172–177

. Results and discussion

.1. Catechol detection in the presence of ascorbic acid

Cyclic voltammograms shown in Fig. 1(a) illustrate the
electivity principle in the electrochemical detection of cate-
hol in the presence of ascorbic acid, a common interferent.
scorbic acid exhibits irreversible behavior while catechol
oes reversible behavior. The oxidation peaks of catechol at
i) Epa = 518 mV (anodic potential) and ascorbic acid at (iii)
pa = 246 mV are exceptionally resolved and the reduction peak
f catechol at (ii) Epc = 445 mV (cathodic potential) is detected
ith the SGC/TiO2 electrode. However, the bare SGC elec-

rode does not respond to the presence of catechol and ascorbic
cid, making flat line at current of around zero. These results
mply the presence of TiO2 onto SGC electrode surface is
rucial to detect catechol electrochemically. Another neuro-
ransmitter, dopamine at a neutral pH 7.4 was also detected
ith the SGC/TiO2 electrode, as shown in Fig. 1(b). Detec-

ion of neurotransmitters can be inhibited by the presence of
ommon inteferents such as acetaminophen and ascorbic acid
ince they are also oxidized at around the same potential as

he target compound catechol. However, with the SGC/TiO2
lectrode, catechol and acetaminophen at pH 7.4 were simul-
aneously detected at different positions, as demonstrated in
ig. 1(c).

sulfuric acid (pH 1.7); (b) 1 mM dopamine in 0.1 M phosphate buffer + 0.1 M
ate buffer + 0.1 M NaCl solution (pH = 7.4). Red line in the middle is for bare
modified sonogel carbon electrode (SGC/TiO2) developed in this study. (For

the web version of the article.)
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Fig. 2. Cyclic voltammograms of 5 mM catechol in 10 mM sulfuric acid during
2
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5 scans. Red line is for P3MT electrode and blue line is for SGC/TiO2 electrode.
For interpretation of the references to colour in this figure legend, the reader is
eferred to the web version of the article.)

.2. Comparison with conducting polymer-modified carbon
lectrode

Typically, conducting polymers such as P3MT are an alter-
ative to the detection of catechol in the presence of common
nterferents [1,27]. The P3MT electrode improves the reversibil-
ty of catechol oxidation and thus detects catechol and ascorbic
cid simultaneously. However the problem with the P3MT elec-
rode, like other modified electrodes, is poor reproducibility,

echanical instability, and electrode fouling. CV signal stabil-
ty of the SGC/TiO2 electrode is compared with that of the P3MT
lectrode during over 25 scans to detect catechol, as shown in
ig. 2. CV signal for the P3MT electrode started to be more and
ore diverged from the initial, which indicates P3MT conduct-

ng polymer comes off from the electrode surface and thus the
V signal is unstable. On the other hand, the SGC/TiO2 shows
ood stability and reproducibility for the detection of catechol. In
ddition, the SGC/TiO2 electrode has a more positive potential
hift to detect catechol in CV via oxidation, allowing better reso-
ution for the ascorbic acid peak and thus simultaneous analysis
ithout prior separation of ascorbic acid.

.3. Properties of SGC/TiO2 electrodes

The SGC/TiO2 electrode exhibits so far improved electro-
atalysis and selectivity towards catechol compared to the neat
GC and P3MT modified electrodes, indicating that the TiO2

n the electrode played a crucial role in detecting catechol
lectrochemically. In order to investigate what properties of
iO2 affected the stable detection of catechol, various materi-
ls characterization techniques are introduced to the SGC/TiO2
lectrode. Fig. 3 shows ESEM images of the surface of the
GC/TiO2 electrode. The tip of the electrode was packed well
ith condensed graphite powder due to the chemical bonding

f carbon in the graphite and silicon in MTMOS. Fig. 3(b)
hows the smooth surface of the SGC electrode incorporated
ith nanostructured TiO2. There were no serious micro-cracks

nd defect structures. Even though it was difficult to identify

fi
w
m
m

ig. 3. (a) ESEM images of SGC/TiO2 electrode: (a) the tip (scale bar = 500 �m)
nd (b) the surface of area highlighted in (a) (scale bar = 100 �m).

iO2 inorganic spots in the ESEM images as expected, it is
elieved that TiO2 is uniformly coated and distributed on the
raphite powders present at the tip of the SGC electrode since
DX analysis at various spots showed a relatively similar ele-
ental composition for Ti. The representative EDX elemental

omposition at the tip of the SGC/TiO2 electrode is shown in
ig. 4. Carbon, silicon, titanium, and oxygen were identified as
ajor elements, and their sources were obviously graphite pow-

er, MTMOS, TTIP, and oxides and surface hydroxyl groups,
espectively.

XRD analysis showed that the TiO2 heat-treated at 500 ◦C
s active anatase crystal phase with crystallite size of approxi-

ately 9 nm. It should be noted that the nanosize TiO2 particles
xhibit good mechanical stability on substrate and resistance
o abrasion [28]. In order to investigate structural properties
f TiO2, collected powder from the easy-to-remove TiO2 on
lass substrate was analyzed using HR-TEM and porosimetry
nalyzer. Fig. 5 shows the morphology of the nanostructured
iO2. The TiO2 was highly porous and a distinct pore structure
as observed with average diameter of 5 nm. The synthesized
lms had bicontinuous structure with highly interconnected net-

ork, indicating the surfactant template used in this synthesis
ethod effectively acted as a pore directing agent [26,29]. The
esoporous structure is important for the accessibility of the
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Table 1
Summarized IR results showing possible bondings between TiO2 and catechol
at pH 7.0a

Frequencies (cm−1) Assignment

Catechol + TiO2

[Ref. 30]
Catechol adsorbed on
nanostructured TiO2 in this study

1068 1058 �C H in plane
1486 1491 �( C C )
1450 1451 �( C C )
1263 1258 �(C O)
1215; 1105 1208; 1095 �(C H) in plane

i
c

b
t
a
b
i
(

t
a
a
S
a
c
p
T

ig. 4. Elemental analysis of SGC/TiO2 electrode using EDX connected to
SEM.

eactants to or from the active sites in TiO2 [20]. Nitrogen
dsorption–desorption isotherms were typical IV type, char-
cteristic of well-developed mesoporous materials. The pore
ize distribution was significantly narrow, ranging from 2 to
nm. The BET surface and porosity were significantly high at
40 m2 g−1 and 45%, respectively. The porous structure was
eported to exhibit high adsorption ability for the reactants and
ollowing enhanced chemical reaction [20].

.4. Detection route and mechanisms
A possible rationale for the stable catechol detection of
GC/TiO2 electrode is attributed most likely to the adsorption of
atechol onto highly porous TiO2 and the formation of bonding

ig. 5. HR-TEM image of TiO2 with mesoporous structure, taken from TiO2

articles scrapped from the SGC/TiO2 electrode.

i
o
a
a
t

3

u

S
w

a This test was performed with nanostructured titanium dioxide thin film
mmobilized on glass substrate. The titanium dioxide film was dipped into the
atechol solution (pH = 7.0) and washed with super quality water several times.

etween catechol and SGC/TiO2 electrode [30–32]. The impor-
ant IR peaks and their designation are summarized in Table 1
nd compared with findings by Martin et al. [30]. The main
ands and their assignment are as follows: 1491 cm−1, stretch-
ng (C C); 1451 cm−1, stretching (C C); 1258 cm−1, stretching
C O); 1208 and 1095 cm−1, bending (C H). The 1198 cm−1

OH wag is absent for the doubly deprotonated species and
he 1353 cm−1 in-plane OH bending is not seen (only a weak
nd broad feature centered at 1208 cm−1 was seen). As a result,
possible mechanism for the efficient detection catechol on

GC/TiO2 electrode is suggested in Scheme 1 [31]. The TiO2
cts as an electron-transfer accelerator between SGC and cate-
hol [32]. This nanostructured TiO2 exhibits the electrocatalytic
roperties for the redox of catechol. Catechol absorbed onto
iO2 rapidly reaches the SGC surface, then is oxidized, involv-

ng two electrons (e−) and two protons (H+). Similar observation
n the enhanced adsorption of the electroactive species and
cceleration of the proton transfer step was reported [33,34]. As
result, the surface of TiO2 acts as a redox mediator for the elec-

ron transfer between the SGC electrode and catechol [35,36].
.5. Calibration curve

For quantitative analysis of catechol at low concentration
sing the SGC/TiO2 electrode, �I (difference in reduction cur-

cheme 1. Bonding and electron transfer in sonogel carbon electrode modified
ith titanium dioxide (SGC/TiO2).
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ig. 6. Relation between current in cyclic voltammetry and catechol concentra-
ion. Error bars indicate the standard deviation of cyclic voltammetry result for
hree SGC/TiO2 electrodes.

ent, Ipc and oxidation current, Ipa in unit of mA) in CV was
onitored upon varying concentration of catechol ranging from
to 1.0 mM and presented in Eq. (1). As shown in Fig. 6, linear

elation between �I and catechol concentration was observed
ith R2 = 0.988. This result implies that the SGC/TiO2 electrode

an detect catechol both quantitatively and qualitatively.

atechol concentration(mM) = 47.62 × (Ipc − Ipa) (1)

. Conclusions

The deliberate chemical modification of carbon electrode
urface with nanostructured TiO2 made it possible to control
he rates and selectivities of electrochemical reactions at the
olid/liquid interface. The SGC/TiO2 electrode detected cate-
hol efficiently in the presence of ascorbic acid, a common
nterferent, using cyclic voltammetry. Due to the high surface
rea of porous TiO2, catechol was easily adsorbed onto TiO2 and
ormed a chemical bonding, C6H4(OTi)2, where the surface of
iO2 acted as an electron-transfer accelerator between the SGC
lectrode and catechol. The SGC/TiO2 electrode developed here
et the profitable features of electrode including quantitative

nd qualitative detection, mechanical stability, physical rigid-
ty, and enhanced catalytic properties. We anticipate this new

odified sonogel carbon electrode with nanostructured titanium
ioxide could be used in several chemical sensor applications
or environmental and biological molecules of interest.
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bstract

Preconcentration of heavy metals in water with ammonium pyrrolydine dithiocarbamate (APDC) is a common practice in analytical chemistry.
literature review on this topic showed that several authors use this precipitation agent, but in different preconcentration conditions, conducting

o divergent results. The objective of this work is to use factorial design to optimize the factors involved in the preconcentration process of heavy
etals using APDC. Five factors were studied: sample volume, solution pH, APDC concentration, APDC volume and stirring time. The assays were

erformed by energy dispersive X-ray fluorescence (EDXRF). The values for detection limits within 95% confidence level, in �g L−1, were: Fe
6.0 ± 0.1), Cu (4.0 ± 0.1), Zn (2.0 ± 0.1), Se (4.0 ± 0.1) and Pb (5.0 ± 0.1). The value for quantification limit for the five elements was 20 �g L−1,

ith 3% deviation. Multi-element standard solutions were prepared. Precipitation procedure was applied in the spiked solutions and the samples
ere filtered in cellulose ester membrane for quantification measurements. The optimum values obtained were 300 mL of sample solution, pH 4,
mL of 2% APDC and 10 min of stirring time. The concentration results obtained for the validation measurements were satisfactory for in situ

urvey employing a portable instrument.
2007 Elsevier B.V. All rights reserved.
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. Introduction

One of the most dangerous kinds of pollution in aquatic sys-
ems is due to the dumping of heavy metals. Their increasing
se in industries and other activities considered to be essen-
ial for modern human life has resulted in modifications in the
atural geochemical cycle of these elements, generating several
nvironmental problems [1].

Various techniques have been applied for the determina-
ion of trace heavy metals in aqueous samples. Among them,

he most common are atomic absorption spectrometry (AAS),
nductively coupled plasma mass spectrometry (ICP-MS), liq-
id chromatography (LC) and instrumental neutron activation
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hysics, P.O. Box 3010, 85015-430 Guarapuava, PR, Brazil.
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; Energy dispersive X-ray fluorescence

nalysis (INAA) [2,3]. The necessity of a nuclear reactor for
NAA and the exhaustive sample preparation for AAS, ICP
nd LC, stimulate the interest towards energy dispersive X-ray
uorescence (EDXRF) in environmental investigations [4,5].

X-ray fluorescence (XRF) technique is indicated for inor-
anic chemical elements identification and quantification in
ifferent kinds of samples and for a wide range of atomic num-
ers and concentrations.

A current tendency is the development of new analytical
echniques and methods capable of identifying and quantify-
ng complex sample constituents such as those related to food
nd environmental problems, as well as giving fast analytical
esponse and/or enabling in situ analysis [6]. When EDXRF is
mployed for in natural water analysis, the methodology does
ot have enough sensitivity to reach the concentration level

equired by regulatory agencies. For this reason, the majority of
he water analysis methods require a preconcentration step [7].
hese methods can reduce the matrix effect, improving detection

imits and providing accurate results.
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Various preconcentration methods were considered, namely,
vaporation, ion-exchange resin columns, ion-collecting filters,
recipitation with chelating agents and the use of passive mon-
tors [8–12].

The intention of this work is to quantify the total amount
f metal present in water using a portable EDXRF system, so
he sample preparation must be as minimum as possible. Dis-
olved metals, normally found in trace level, are not retained
y common filters. Therefore, preconcentration through direct
recipitation with organic reagents and posterior membrane fil-
ering is the most appropriate technique for this analysis system.
n this case, the preconcentration of metals is achieved by the
ddition of a chelating agent to an aqueous sample and extraction
f formed metal complexes into an organic phase [13].

In precipitation methods, carbamates are very popular and
ttractive reagents due to the low aqueous solubility of its
helating metals [9]. The most common reagents are NaDDTC,
DTC, APDC and PAN [10]. Ammonium pyrrolydine dithio-

arbamate (APDC) is a non-specific chelating agent, which
eacts with metallic ions forming a very stable complex with
he majority of the transition metals [14]. Due to these proper-
ies and its good performance, APDC was chosen in this study
s the best option for the objective of this work.

Basically, preconcentration with APDC consists of adding a
uantity of APDC in a specific concentration to a liquid sample
olume with corrected pH; after that, the solution is stirred for
ome time and, in the sequence, filtered in membrane filter with
vacuum pump.

Literature shows several works that deal with APDC as a
recipitation agent, but with differences in the parameter values
sed in the preconcentration methodology, as shown in Table 1.

Although APDC has been used in many works as a metal
o-precipitation agent, a multivariate analysis of the influence
f the involved factors on each different procedure step was not
ound in any one. Two different works, Alvarez et al. [16] and
arin and Soylak [20], present a detailed study of the factor

hat influences APDC precipitation, but the results diverge and
nivariate analysis was applied.
The objective of this work is to accomplish a factorial design
or the optimization of heavy metal preconcentration method-
logy with APDC chelating agent, aiming to obtain conclusive
nformation about the factor conditions for APDC usage. At

able 1
bstract of APDC preconcentration methodologies in the literature

eference Sample
volume
(mL)

pH APDC
con-
centra-
tion

APDC
volume
(mL)

Stirring
time
(min)

10] 100 4 1% 1 15
14] 200 3 1% 4 20
15] 200 3 1% 4 20
16] 1000 3–7 1% 4–25 30
17] 100 3 2% 1 20
18] 200 4 1% 2 15
19] 50 4 0.01 g 2 30
20] 250 2 5 mg 10

a
a

t

T
F

D
n

D

D

D

ta 73 (2007) 121–126

he same time, it also aims at evaluating the performance of a
ortable EDXRF system to analyze the samples.

Generally, studies that deal with the optimization of exper-
mental variables are realized through procedures that evaluate
he variable effect individually, which in general, impedes opti-

um true value establishment. The univariate optimization does
ot consider the interaction of variables [21]. In the last years,
ystems of multivariate optimization have demonstrated their
se in several knowledge fields. The observation of the effects
f the variables and the interactions between them are of great
mportance to understand the process that has been tested or

onitored in an experiment [22].

. Experimental

.1. Factorial design

Factorial design is a simple and important statistic tool, but
ot very much explored in spectrometry. It is one of the mul-
ivariate methods capable of evaluating simultaneously a great
umber of variable effects, through a reduced number of exper-
mental assays [23].

In this study, five factors were considered: pH, sample vol-
me, APDC concentration, APDC solution volume and stirring
ime. It is necessary to vary the level of each factor to study its
ffect on the element concentration. For K factors, a two level
omplete design requires 2K different assays. Three factorial
esigns were necessary for the optimization process, with the
actors analyzed in two levels, as shown in Table 2.

The first test was a 25 factorial design which require 32 sam-
les plus 32 blanks. It was opted for a fractional factorial design,
(5−1) = 24 = 16 samples, plus 16 blanks, to reduce the prepar-
ng time and cost. The fractional factorial design is an option to
btain the desired information and involve all the factors with
smallest number of assays, corresponding to a fraction of the
umber of assays from a complete design.

Interactions among variables are evaluated by calculating the
nteraction effects [22]. An effect will be significant when its

bsolute value is bigger than the standard deviation of the effect,
t 95% confidence level.

The effect interpreted with normal graphics is a technique
hat facilitates distinguishing the values that really correspond

able 2
actorial design sequence for optimization procedure determination

esign
umber

Factor
number

Factor Level (−) Level (+)

esign 1 1 pH 3 5
2 Sample volume 100 mL 200 mL
3 APDC concentration 1% 2%
4 APDC volume 1 mL 4 mL
5 Stirring time 5 min 20 min

esign 2 1 pH 5 6
2 Sample volume 200 mL 250 mL
5 Stirring time 5 min 10 min

esign 3 1 pH 4 5
2 Sample volume 300 mL 250 mL
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elements except Se, whose pH value must be reduced. From this
analysis, the values of 1 mL APDC solution with 2% concen-
tration were fixed, since these factors do not have a significant
influence on the final results.
F.L. Melquiades et al. /

o significant effects in the results of the planning. These graphics
re based on cumulative probability where y-axis correspond to
he standard normal distribution (Z). Therefore, points far away
rom the tendency do not belong to the population of the central
egion.

With the first result, a complete factorial design with the three
ore relevant factors (23 factorial = 8 samples + 8 blanks) was

ccomplished. After this analysis, another complete design with
he two factors that influenced the result (22 factorial) the most
as necessary.
An univariate design was performed using the established

onditions for a pH curve construction of the preconcentration
rocedure to finalize the optimization process, seeking to estab-
ish the best pH for each element individually. This factor is
ighly important in the process.

.2. Sample preparation

Multi-element solutions from stock mono-element solutions
Sigma Aldrich Inc.) were prepared. The multi-element solu-
ions consisted of the following elements, with concentrations
n mg L−1: Mn (0.5), Fe (0.3), Cu (0.5), Zn (0.3), Se (0.3) and
b (0.5). The dilution was in Milli-Q water.

For pH adjustment, HNO3 and NaOH were used. The APDC
olution (Sigma Aldrich Inc.) was freshly prepared. After the pH
djustment, the APDC solution was added to the sample, stirred
or chelating and filtered with a vacuum pump in cellulose ester
embranes with 0.45 �m pore size. According to Alvarez et

l. [16] the pore diameter does not influence the procedure and
ikewise Narin and Soylak [20], quantitative results are better
ith cellulose nitrate or acetate membranes. The membranes
ere dried at room temperature for 24 h.
To obtain the calibration curves, mono-element membranes

ith concentrations from 0.01 to 2.0 mg L−1 of Mn, Fe, Cu, Zn,
e and Pb were prepared.

A standard reference material SRM1643e from NIST
National Institute of Standards and Technology) was analyzed
or validation. It was prepared using 200 mL of the standard
ith 100 mL of Milli-Q water to obtain the optimized volume
f 300 mL for preconcentration.

Also, three multi-element standard solutions with higher
oncentrations were analyzed for methodology certification:
ulti-element standard solution Sigma Aldrich 70002, multi-

lement standard solution Sigma Aldrich 70006 for analysis of
rinking and sewage water and multi-element standard solution
igh Purity Inc.: drinking water primary standard (DWPS) and
rinking water secondary standard (DWSS). They were prepared
ith the optimized preconcentration methodology.

.3. Instrumentation

The EDXRF system was consisted of a Si-PIN X-ray detec-
or (FWHM 221 eV for Mn 5.9 keV line, 25 �m Be window)

Amptek Inc.) [24], with standard electronics for data acquisi-
ion. In the detector, an Ag collimator of 3 mm diameter aperture
as used. For excitation, a mini X-ray tube (Ag target, 4 W)

Moxtek Inc.) [25] with 50 �m thickness Ag filter was employed.
ta 73 (2007) 121–126 123

he measurements were realized with the system operating at
8 kV and 10 �A, with acquisition time of 500 s. Two measure-
ents of each filter in different positions were conducted.

.4. Quantification procedure

The concentrations were determined by the fundamental
arameter equation for thin films (Eq. (1)) [26]:

i = CiSi (1)

here Ii is the net intensity of the characteristic X-ray (cps), Ci

epresents the concentration (�g L−1), and Si is the elementary
ensitivity (cps mg−1 L) of the analyzed element.

Detection limits (DL) were obtained using Eq. (2) [27]:

L = 3
√

Bgi

Sit
(2)

here Bgi is the background counts for the element and t is the
easurement time.
Quantification limits were also calculated according to Eq.

3) [27]:

Q = 10
√

Bgi

Sit
(3)

. Results and discussion

Calibration curves are presented in Fig. 1 and the values for
etection limits within 95% confidence level, in �g L−1, are
s follows: Fe (6.0 ± 0.1), Cu (4.0 ± 0.1), Zn (2.0 ± 0.1), Se
4.0 ± 0.1) and Pb (5.0 ± 0.1). The value for quantification limit
or the five elements is 20 �g L−1, with 3% deviation.

Fig. 2 presents the normal graphics for 2(5−1) factorial design,
n which it can be noticed that the effects of factors 1 and 2 move
way from the tendency. That indicates that the values should
e higher than the ones tested. This is confirmed by analyzing
he values starting from the ones in which the effects have a real

eaning. The values for significant effect are in the lower right
orner of each graphic of Fig. 2. This behavior was verified for all
Fig. 1. Calibration curves obtained from the mono-element standards.
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For the 23 factorial design, the values for factors 1 and 2 were
igher, as shown in Table 2. The results are in Fig. 3, where it can
e seen that the same factors still influence the result. Here, factor
must be reduced and factor 2 increased. Again, the behavior for
e is different, hindering its determination in these conditions.

Table 3 shows the results for the 22 factorial design. It was
hosen the L assay, in which the five elements were determined

ith 10% deviation. This assay corresponds to 300 mL sample
olume at pH 4.

Fig. 4 shows the univariate design results, in which a pH curve
as plotted for each studied element. In the individual analysis

d
I
a

able 3
esults of concentrations for the 22 factorial design (mg L−1)

Factor Fe (0.3)a Cu (0.5)

ssay pH V (mL)

5(+) 250(+) 0.32 ± 0.03 0.46 ±
4(−) 250(+) 0.26 ± 0.01 0.41 ±
5(+) 300(−) 0.25 ± 0.02 0.49 ±
4(−) 300(−) 0.25 ± 0.01 0.46 ±

a Concentration in the multi-element solution.
1) factorial design result.

t was perceived that, for Fe and Cu, the best pH value was 5,
or Zn and Se it was 4, and for Pb it was 3.

Concentrations for the interest elements in the SRM1643e are
ear the system quantification limits and some concentrations
ere not recovered. For Fe and Zn, the measured concentrations
ere 0.179 ± 0.012 and 0.028 ± 0.03, and the certified values
ere 0.065 ± 0.01 and 0.052 ± 0.01, in mg L−1, respectively.

The measurement results for the three multi-element stan-

ards aiming at the methodology validation are listed in Table 4.
n this case, standard deviation within 95% confidence was
round 15%.

a Zn (0.3)a Se (0.3)a Pb (0.5)a

0.01 0.27 ± 0.01 0.02 ± 0.01 0.47 ± 0.02
0.01 0.19 ± 0.01 0.27 ± 0.01 0.38 ± 0.01
0.01 0.24 ± 0.01 0.01 ± 0.01 0.44 ± 0.01
0.04 0.25 ± 0.02 0.32 ± 0.03 0.42 ± 0.05
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Fig. 3. Normal graphic with 23 factorial design result.

Table 4
Results of the multi-element standard solutions

Standard Element Membrane
concentration

Measured membrane
concentration

70002 Sigma Aldrich Fe 0.09–0.12 0.07–0.09
Cu 0.09–0.12 0.07–0.09
Zn 0.09–0.12 0.11–0.13
Pb 0.85–1.15 0.76–0.94

70006 Sigma Aldrich Fe 0.78–1.06 0.73–0.85
Cu 0.15–0.21 0.13–0.15
Zn 0.78–1.06 0.52–0.60
Se 0.78–1.06 0.48–0.56
Pb 0.31–0.43 0.07–0.21

DWPS + DWSS Fe 0.085–0.115 0.089–0.097
Cu 0.425–0.575 0.041–0.046
Zn 0.425–0.575 0.046–0.064
Se 0.026–0.035 0.012–0.018
Pb 0.026–0.35 0.061–0.067

Values at 95% confidence level, in mg L−1.

m
[

4

o
a

r
t

Fig. 4. pH curve from the univariate design.

However, these results are satisfactory for a portable instru-
ent, in which a standard deviation around 30% is accepted

28].

. Conclusions

Manganese was not measured with significance in the range
f the levels from the tested factors, making it necessary to find

nother pH range or another chelating agent.

In spite of the stirring time, a significant influence on the
esults was not verified. The measurements with 10 min show
hat the concentration values were around the certified ones.
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From the results of the three stages of factorial design and
ne univariate design, it was concluded that the best optimized
ituation for Fe, Cu, Zn, Se and Pb preconcentration in a multi-
lement sample, using APDC precipitation methodology, is the
ollowing: 300 mL sample volume at pH 4 and 1 mL APDC 2%
olution with 10 min of stirring time.

The concentration results obtained are satisfactory for in situ
easurements employing a portable instrument.
Using these optimized conditions for APDC preconcentra-

ion methodology and considering a wide range for standard
eviation, a portable XRF equipment is very useful for in situ
nalysis of effluents and liquid environmental samples.
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bstract

Melting curve analysis is a powerful tool for detecting single-base mutations that may be linked to genetic diseases. Current existing methods
rovide insignificant melting point difference for some point mutations with the risk of wrong genotyping results, causing great limitations to their
pplications in clinic diagnosis. Here, we have developed an enhanced melting point difference approach to genotype single-base mutations using
NA ligase. Ligase covalently joins an allele-specific discriminating probe and a signal probe flanked the mutation site to form a long duplex,

esulting in an enhanced melting temperature. CD17 and Ivs-2-654 point mutations of �-globin gene in thalassemia disease were identified by

sing this approach, and the homozygotes and heterozygotes were scored accurately and conveniently. To the best of our knowledge, the use of
igase to improve the differences of melting temperature between various genotypes has not been reported. This method will provide a promising
ool for clinical diagnosis of gene-mutant diseases.

2007 Published by Elsevier B.V.
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. Introduction

Single nucleotide polymorphisms (SNPs) are the most abun-
ant and simple form among many variations of the human
enome and occur one every 100–300 bases [1,2]. Many genetic
iseases are associated with single-base mutations of particular
enes. Identification of these mutations has great applications
n prevention, clinic genetic testing and molecular diagnosis
f these diseases [3–7]. Up to now, there have been many
pproaches to identify and visualize point mutations. Con-
entional assay is usually performed by gel electrophoresis
nd autoradiography that are time-consuming and stringent
8,9]. In recent years, there have been efforts to develop meth-

ds for allele-specific discrimination. These methods can be
roadly classified into two categories: enzyme-based methods
nd hybridization-based methods [10,11]. Typical examples of

∗ Corresponding author. Tel.: +86 731 8821566; fax: +86 731 8821566.
E-mail address: kmwang@hnu.cn (K. Wang).
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e

nzyme-based methods include specific primer extension [12],
ye-labeled oligonucleotide ligation [13], solution-phase homo-
eneous assay [14] and ligase-mediated colorimetric method
15]. Typical examples of hybridization-based methods include
ynamic allele-specific hybridization [16,17], molecular bea-
on assay [18], hybridization probe assay [19] and induced
uorescence resonance energy transfer (iFRET) [20]. Among

hese methods, hybridization-based melting analysis approaches
ave attracted increasing interest because of its simple pro-
edures and low cost [21]. For example, Howell [16,20] and
obs et al. [17] used an allele-specific probe and a standard
eating step of probe/target duplex, resulting in melting tem-
erature peaks directly related to genotypes. Gundry et al.
22] used labeled PCR primers and amplicon melting temper-
ture to rapidly score polymorphisms in the HTR2A, �-globin
nd cystic fibrosis genes. Housni et al. [23] conveniently per-

ormed genotyping for the factor V Leiden and prothrombin
0210A mutations by melting curve analysis of single dual-
abeled probes. These assays perfectly discriminated genotyping
or investigative polymorphisms. However, these methods might
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e difficult to discriminate these point mutations that exhib-
ted insignificant melting temperature difference [15]. Boyd
nd Bruns [24] found that the discriminations of heterozygotes
nd homozygotes for UGT1A gene variant in gilbert syndrome
ere difficult because of their undistinguishable melting tem-
eratures, which was possible to produce wrong genotyping
esults. So, it is very important to develop a new approach that
an enhance melting point difference to genotype single-base
utations with high fidelity.
In this paper, we have proposed an enhanced melting point

ifference assay to detect point mutations using DNA ligase. An
llele-specific discriminating probe and a signal probe flanked
he mutation base are joined covalently by DNA ligase to form
long duplex with template, bringing to an enhanced melting

emperature. Compared with two alternative melting analysis
uorescence methods, namely, the using SYBR Green I alone
nd the iFRET methods, this proposed method successfully pro-
ided more significant melting point difference between various
enotypes. This method has also been validated with the geno-
yping of two common point mutations [CD17 (A → T) and
vs-2-654 (C → T)] of �-globin gene in thalassemia disease,
hich is an inherited hemoglobin disorders characterized by

educed production of �-globin chain [25]. Owing to its simple
rocedures, easy interpretation and high fidelity, this method is
xpected to hold great promise in practical clinic diagnosis of
ene-mutant diseases.

. Experimental

.1. Oligonucleotides and reagents

Oligonucleotides (Table 1) were synthesized by Takara
iotechnology Co., Ltd. (Dalian, China). N1 and N2 are 43-
t oligos, representing two alleles of the CD17 mutation in the
-globin gene; a 50/50 mixture of N1 and N2 symbolizes the

eterozygous [16]. N3 and N5 are signal probes, labeled with
-carboxy-X-rhodamine (ROX) at the 5′-end and terminate one
ase upstream from the mutant site. N4 and N6 are allele-specific
iscriminating probes, containing an allele base at the 5′-end and

p
T
a
g

able 1
ligonucleotides

emplates and probes used in this paper were designed according to ref.[26] with som
nd Ivs-2-654 (C → T) point mutations of �-globin gene associated with thalassem
epresent 5′-phosphorylation. ROX is 6-carboxy-X-rhodamine. N3 and N5 probes hav
sing SYBR Green I alone and iFRET methods, respectively, which have the same b
73 (2007) 23–29

re 5′-phosphorylated. T4 DNA ligase, TakaRa Ex taq, 10 × Ex
aq buffer and dNTP mixture were purchased from Takara
iotechnology Co., Ltd. ATP and MgCl2 were purchased from
mresco (Solon, OH). Acrylamide and N,N,N′,N′-tetramethyl-

thylenediamine were purchased from Sigma Chemical Co. (St.
ouis, MO). SYBR Green I was purchased from Shanghai ope

echnology development company, China. N′,N-methylene-bis-
crylamide and urea were purchased from Bebco (Kansas, AZ).
eionized water was obtained through a Nanopure InfinityTM

ltrapure water system (Barnstead/thermolyne Corp, Dubuque,
A) and had an electric resistance >18.3 MW.

.2. Ligation reaction

Ligation reaction was performed in a total volume of 150 �L
t 37 ◦C by incubating 100 nM template (N1/N2 or PCR-
mplified product) with 100 nM signal probe and 115 nM
iscriminating probe in a basal solution (consisted of 1.2 U T4
NA ligase, 0.1 M Tris–HCl (pH7.6), 10 mM MgCl2, 10 mM
TT, 0.1 mM ATP, 2 mM spermidine and 1:10,000 dilution of
YBR Green I). The time of ligation reaction was 35 min. Then

igation solution was heated to inactivate DNA ligase at 85 ◦C
or 5 min. The concentrations of signal probe and SYBR Green
were adjusted while their influences on detection signal were

nvestigated.

.3. Gel image

We used denaturing polyacrylamide gel electrophoresis to
onfirm the ligation reaction. To perform denaturing polyacry-
amide gel electrophoresis, ligation mixtures similar to that

entioned above, but containing 500 nM N1/N2, 450 nM sig-
al probe and discriminating probe, were prepared [27]. Five
icrolitre ligation solutions were removed separately from these
ixtures before adding T4 DNA ligase, and after the ligation
rocess had taken place for 35 min with the addition of ligase.
he samples were then electrophoresed on 20% denaturing poly-
crylamide gels with 7 M urea. After fixing and silver staining,
els were scanned using an ImageMaster VDS-CL (Amersham).

e modifications. These designed sequences were used to detect CD17 (A → T)
ia disease. The circled base in N1 indicates the mutant base. P in N4 and N6
e 2-base at 5′-end as extending arm to link ROX. N7 and N8 are probes for the

ases as the ligation product of N3 and N4.
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.4. Fluorescence measurement and melting curve

The fluorescence measurements were carried out on a Fluo-
olog Tau-3 spectrofluorometer (Jobin Yvon, Inc., Edison, NJ,
SA) equipped with thermostat accuracy to 0.1 ◦C. Slits for
oth the excitation and the emission were set at 5 nm. The emis-
ion spectra were obtained at 37 ◦C by exciting the samples at
91 nm and by scanning the emission from 500 to 700 nm in
teps of 1 nm. The time scan was recorded with the addition of
.2 U T4 DNA ligase. When the fluorescence intensity became
teady, T4 DNA ligase was added into ligation solution and after
tirring for ∼4 s, the fluorescence intensity was recorded over
ime [27].

Plotting fluorescence versus temperature generated melting
urves. The fluorescence of ligation solution was monitored by
xciting at 491 nm and an emission of 605 nm was recorded,
hen the sample temperature rose at 1 ◦C interval with a holding

ime of 10 s/◦ from 7 to 85 ◦C. Plotting the derivative of fluo-
escence versus temperature revealed melting temperature peaks
hat were more convenient for allele discrimination. In this paper,
e compared this method with the using SYBR Green I alone

nd the iFRET methods. For using SYBR Green I alone, fluo-
escence measurements were carried out at excitation at 491 nm
nd emission at 520 nm. For iFRET method, fluorescence mea-
urements were carried out at excitation at 491 nm and emission
t 605 nm similar to the proposed method.

.5. Determination genotypes by reverse dot-blot assay and
NA extraction

Patients, who originated from guangzhou city, guangdong
rovince in South China, had classic �-thalassemia trait. Their

enotypes were investigated using a reverse dot-blot (RDB)
ethod established in the laboratory of department of medi-

al genetics, Southern Medical University, China [25]. Here, we
hose two common point mutations [CD17 (A → T) and Ivs-2-

a
t
w
f

ig. 1. Schematic representation of this assay. Allele-specific discriminating probe a
oins the two adjacent probes to form a long duplex when perfectly matched to the te
robes, a low melting temperature is observed. According to ref. [20], detection signa
73 (2007) 23–29 25

54 (C → T)] of �-globin gene to investigate. Genomic DNAs
ere isolated from leucocytes in peripheral blood of normal sub-

ects and patients with CD17 or Ivs-2-654 point mutation using
tandard DNA extraction method [28].

.6. Preparation of PCR-amplified product

.6.1. Symmetric PCR
The primers for PCR were designed according to the Oligo

.0 software (Molecular Biology Insights). The PCR was
erformed on a GeneAmpTM PCR System 2700 (Applied
iosystems). The PCR reaction mixture (50 �L) was con-

isted of 0.5 U TakaRa Ex taq, 1 × Ex Taq buffer, 0.2 mM
ach dNTP, 0.5 �M of the positive primer and negative
rimer and 50 ng genomic DNA. A 55-bp fragment that
ncluded the CD17 mutation was amplified with the posi-
ive primer 5′-AGTCTGCCGTTACTGCCCTG-3′ and negative
rimer 5′-TCACCACCAACTTCATCC-3′. A 69-bp fragment
hat included the Ivs-2-654 mutation was amplified with the
ositive primer 5′-TCTAAAGAATAACAGTG-3′ and negative
rimer 5′-GCAGAAATATTTATATGC-3′. The conditions of
CR were the following: initial denaturation at 94 ◦C for 5 min,
ollowed by 25 cycles of denaturation at 94 ◦C for 30 s, annealing
t 57 ◦C (for CD17) or 50 ◦C (for Ivs-2-654) for 35 s and exten-
ion at 72 ◦C for 10 s, then a final extension at 72 ◦C for 1 min.
o confirm the fidelity of the reaction, PCR products were elec-

rophoresed on 20% polyacrylamide gels. Gels were scanned
fter ethidium bromide staining.

.6.2. Asymmetric PCR
Two microlitre symmetric PCR products were subjected to

he asymmetric PCR. Except for only 0.5 �M positive primer

nd 5 nM negative primer, the asymmetric PCR reaction mix-
ure was the same as the symmetric PCR. The PCR reaction
as performed on a GeneAmpTM PCR System 2700 with the

ollowing conditions: initial denaturation at 94 ◦C for 5 min, fol-

nd signal probe flank the mutation site of the template. DNA ligase covalently
mplate, resulting in a high melting temperature. Conversely, for the unligated
l of the method was provided by FRET.
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owed by 40 cycles of 94 ◦C for 30 s, annealing at 57 ◦C (for
D17) or 50 ◦C (for Ivs-2-654) for 30 s and extension at 72 ◦C

or 10 s, then a final extension at 72 ◦C for 1 min. PCR products
ere detected and purified on 20% polyacrylamide gels [28].
hey then were quantified by measuring the OD260 on DU-800
pectrofluorometer (Beckmann, Germany).

. Results and discussion

.1. Principle

The detection principle is illustrated in Fig. 1. This method
ses a DNA ligase, a template, an allele-specific discriminating
robe and a signal probe flanked the mutation site. A perfect
atch between the base at the 3′-end of the discriminating probe

nd the template allows the ligase to covalently join the two
djacent probes to form a long duplex, resulting in a high melting
emperature, while a mismatch remains unaltered and produces
low melting temperature. In order to increase specificity and

educe the background [20], detection signal of this method was
rovided by FRET (SYBR Green I as donor and ROX affixed to
ignal probe as acceptor).

.2. Assay refinement

.2.1. Optimization of reagent concentration
Detection signal in this method was provided by FRET. In

rder to obtain sufficient FRET signal, the concentration of
onor and acceptor had to be selected. As shown in Fig. 2, the
RET signal kept rise with the increase of the concentration of
ignal probe and achieved a higher signal when the concentration
f signal probe was close to that of the template. The influence
f SYBR Green I on detection signal was also studied and it
as found that SYBR Green I at 1:10,000 dilutions had optimal
etection signal (data not shown).
.2.2. Ligation reaction
It is clear from Fig. 1 that the method is based on ligation reac-

ion to enhance melting point difference between genotypes. The

ig. 2. The effect of the concentration of signal probe on the detection signal at
05 nm. The curves from bottom to top are obtained with different signal probe
oncentrations: 3 nM, 10 nM, 40 nM, 70 nM, 100 nM and 115 nM.

Fig. 3. Real-time scans of ligation reaction and corresponding gel electrophore-
sis. (Left) Curves A––C represent time scans of fluorescence intensity of matched
template, heterozygous type and mismatched template, respectively. T4 DNA
ligase is added into the reaction solution at time t0. The fluorescence intensity
A and B became steady at 33 and 19 min after adding DNA ligase, respectively.
(Right) Gel electrophoresis image. Lanes 1 and 2 are for curve C; 3 and 4 for
curve B; 5 and 6 for curve A. Lanes 1, 3, 5 represent samples C, B and A before
t
s

p
i
t
w
a
(
D
t
a
w
r

he addition of T4 DNA ligase, while lanes 2, 4 and 6 represent corresponding
amples obtained at 35 min after the addition of ligase.

erfect ligation reaction is essential to ensure fidelity genotyp-
ng. Therefore, it is necessary to confirm appropriate ligation
ime. Fig. 3 (left) is real-time monitoring of ligation process,
hich is useful in determining the optimal ligation time. For
perfect match between the template and two adjacent probes

curve A), there was a rapid fluorescence rise after the addition of
NA ligase, with the slope of the curve decreasing gradually as

ime lapsed. The fluorescence intensity became steady at 33 min

fter adding DNA ligase. This indicated that the adjacent probes
ere joined by ligase to produce FRET signal and the ligation

eaction accomplished in 33 min ligation time. For a mismatch
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etween the template and two adjacent probes (curve C), the flu-
rescent intensity had no obvious change after adding the ligase.
his showed that ligation did not occur, indicating high ligation
pecificity in the provided buffer. For the heterozygous (curve
), the fluorescence also had an obvious rise with the addition of

igase, but less than that of curve A. The fluorescence intensity
ecame steady at 19 min after adding DNA ligase, indicating
he completion of ligation reaction. In experiments, 35 min was
hosen as the ligation time to ensure a sufficient ligation reaction.

.2.3. Gel image
We carried out gel electrophoresis assay to obtain direct evi-

ence to confirm the above ligation process. As shown in Fig. 3
right), all the odd number lanes were for the samples before the
igation process started, and the even numbers represented the
amples that had a 35 min ligation time. It is clear that obvious
ifference exists between these lanes (lane 3 versus 4, 5 versus
), except for lane 1 versus 2. This is in agreement with the
ime scan results shown in Fig. 3 (left, lane 1 versus 2 for C, 3
ersus 4 for B, 5 versus 6 for A). Moreover, there appeared a

ew band in lane 4 (lane 3 versus 4) that suggested the ligation
roduct of two adjacent probes. In lane 6 (lane 5 versus 6), there
merged a new ligation product band similar to that of in lane 4,
t the same time, the band of two adjacent probes was invisible.

ig. 4. Melting curves for matched duplex and single-base mismatched duplex.
he graph L (left) depicts fluorescence versus temperature, and the graph
(right) is the derivative fluorescence versus temperature. Solid circles are

orresponded to the matched duplex, hollow circles are corresponded to the
eterozygous and solid triangles are corresponded to the mismatched duplex.
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m
t
fl

F
S
h

73 (2007) 23–29 27

his suggested the two adjacent probes were efficiently joined
o become ligation products.

.3. Melting analysis of homozygous or heterozygous
uplex

Fluorescence versus temperature data for the homozygous
r heterozygous duplexes is presented in Fig. 4L. The deriva-
ive of the fluorescence versus temperature (Fig. 4R) is shown
eside the primary fluorescence curves. Melting temperature
eaks revealed in Fig. 4R are more convenient and direct for
llele discrimination and genotype calling [16]. It was clear
n Fig. 4R that a perfect match between template and two
djacent probes represented a single melting peak at high tem-
erature (60 ◦C) and a mismatch represented a single melting
eak at low temperature (15 ◦C). The heterozygote produced
wo well-separated peaks (15 and 58 ◦C, respectively). It is
hown that value of the match peak was larger than that of
he mismatch peak. The reason for this difference may be that
he two adjacent probes are covalently joined to form a longer

uplex with template in the matched. So more SYBR Green I
olecules insert into the long DNA duplex, and more energy

ransferred from SYBR Green I to ROX results in stronger
uorescence.

ig. 5. Melting curves of using SYBR Green I alone (L) and iFRET (R) methods.
olid circles are corresponded to the matched duplex, hollow circles for the
eterozygous and solid triangles for the mismatched duplex.



2 lanta

S
i
s
t
w
I
m
4
a
p
f
6
m
a
m
4
u
p
t
(
G

F
i
s
t
f

s
m
h
p
b
m

3

r
I
w
w
P
(
s
t
6

8 X. Meng et al. / Ta

We compared this method to two alternative fluorescence
NP methods, namely, the using SYBR Green I alone and the

FRET method. Two probes (N7 and N8 in Table 1) were synthe-
ized for the two methods, respectively. Reaction conditions of
he three methods were kept the same except that the probes used
ere different and no ligase was used in the using SYBR Green
alone and the iFRET method. All three detection systems were
ore than sufficient to discriminate two homozygozes (Figs.

R and 5). The melting temperature differences between match
nd mismatch duplexes are readily derived from the observed
eak temperatures. The proposed method gave the largest dif-
erence, with a mismatch peak at 15 ◦C and a match peak at
0 ◦C, resulting in a 45 ◦C separation between match and mis-
atch peaks. Using SYBR Green I alone gave a mismatch peak

t 50 ◦C and a match peak at 59 ◦C, resulting in a difference in
elting temperature of 9 ◦C. For iFRET method, the values were

7 ◦C, 60 ◦C and 13 ◦C, respectively. The heterozygote type
nderwent two phases of denaturation, so theoretically it will
roduce two peaks in melting curve [16]. As shown in Fig. 4R,

he proposed method provided two significantly separated peaks
15 ◦C and 58 ◦C) for the heterozygote, while the using SYBR
reen I alone method provided only single peak (Fig. 5L). The

ig. 6. Melting curve of CD17 and Ivs-2-654 point mutants of �-globin gene
n thalasseamia disease. (L) represents CD17 (A → T) mutation and (R) repre-
ents Ivs-2-654 (C → T) mutation, respectively. Solid circles are corresponded
o mutant homozygosity, hollow circles for the heterozygous and solid triangles
or wild-type homozygosity.
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mall melting point difference for the using SYBR Green I alone
ethod and iFRET method is probably due to single-base weak

ybridization stability difference between the oligonucleotide
robe and template, while the proposed method provides 10-
ase hybridization stability difference, and thus produces a big
elting difference.

.4. Analysis of genetic DNA

In order to show the developed method was applicable to
eal samples, two common mutant sites [CD17 (A → T) and
vs-2-654 (C → T)] of �-globin gene in thalassemia subjects
ere investigated. The PCR products of these genomic DNAs
ere detected under the aforementioned optimized conditions.
CR Primers were designed according to human �-globin gene
GenBank Version: M34058. GI: 183814). The gel electrophore-
is image of the two PCR products confirmed the lengths of
hese two sequences are 55 bp for CD17 and 69 bp for Ivs-2-
54 mutation, respectively. Analysis of these two point mutation
amples using the developed method gave melting curves shown
n Fig. 6. For CD17 mutant, it was clear in Fig. 6L that a sin-
le melting peak presented in both homozygous mutant (59 ◦C)
nd wild-type (15 ◦C). Heterozygoze presented two significantly
eparated peaks (15 ◦C, 57 ◦C, respectively), resulting in a dif-
erence of 42 ◦C in melting temperature. For Ivs-2-654 mutant,
here had similar results as CD17 mutant (shown in Fig. 6R). By
bserving obvious melting point peaks, three genotypes were
iscriminated accurately and conveniently.

. Conclusion

The method employs ligase to seal the nick of signal probe
nd discriminating probe, resulting in a long duplex and an
nhanced melting temperature. It provides a significant melting
oint difference for detection point mutation accurately and con-
eniently. The method is easy to implement, avoiding complex
teps such as stringent washing, separation and centrifugation
fter the discrimination is set up initially. Moreover, this assay
s not restricted to a particular homogeneous format. It is possi-
le to use it in high-throughput strategy by immobilizing many
inds of allele-specific discriminating probes on a chip to type
any mutations at one time, which could bring even faster and

heaper genotyping possibilities in the relatively near future.
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bstract

Analytical methodologies employed in biodesulfurization processes have been reviewed; attention is primarily focused on the use of analytical
echniques in the identification of degradation products and on the monitoring of degradation processes in which microbial sulphur-specific
ransformations take place. This is the first review of analytical techniques applied to biodesulfurization processes. Methodologies based on gas
hromatography (GC) are the most frequently employed, in tandem with various detectors, mainly with the mass spectrometry (MS) detector, and

he flame ionization detector (FID). High performance liquid chromatography (HPLC) coupled with ultra violet (UV) detection has also been widely
mployed. Different sulphurated compounds are used as model in biodesulphurization processes, naphtothiophene (NTH), benzothiophene (BTH),
lkilated BTH, dibenzothiophene (DBT), alkilated DBT and their transformation products has been reviewed. DBT is the most frequently employed.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Crude oil and its distillates contain significant amounts of
ow-molecular-mass organosulphur compounds such as alkyl-
nd cycloalkyl thiols, alkyl- and arylthioethers and aromatic
eterocycles based on thiophene. This last group of polycyclic
romatic sulfurated hydrocarbons (PASHs) includes thiophene
tself, benzothiophene, dibenzothiophene, and their alkylated
erivatives. These compounds have been of concern for decades
ecause they constitute a major class of ubiquitous environmen-
al contaminants found in both air and sea areas [1–3]. In order
o mitigate the consequences of this contamination, such as acid
ain [4,5] and air pollution caused by sulphur dioxide released
rom the combustion of oils, more and more regulations on sul-

hur content in petroleum are being established. The current
pecification in Europe and USA calls for a maximum sulphur
ontent of 50 ppm in gasoline and diesel oil by 2005, and this

∗ Corresponding author. Tel.: +34 950015531; fax: +34 950015483.
E-mail address: mmezcua@ual.es (M. Mezcua).
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olycyclic aromatic sulfurated hydrocarbons (PASHs); Alkilated dibenzothio-

evel will be reduced to below 10 ppm by the year 2010 [6].
he current industrial method used for the removal of sulphur

rom fuels is hydrodesulfurization (HDS), which requires high
emperature and high pressure. HDS is costly energy-intensive
or deep desulfurization. Furthemore, HDS is not effective for
emoving heterocyclic sulphur compounds such as DBT and
BT derivatives [7]. Biodesulfurization has attracted attention
wing to its application to the desulfurization of petroleum due to
ts mild conditions, lower energy consumption and lower emis-
ion of CO2. Thus biodesulfurization (BDS), which operates
nder room temperature and pressure conditions, is expected to
e a complementary as well as promising alternative to HDS.
DS is a process which removes sulphur from fossil fuels using a

eries of enzyme-catalyzed reactions. It leads to the development
f highly efficient reactions and environmentally friendly tech-
ologies. Numerous attempts have been made to develop BDS
rocesses. A few strains which can desulfurize DBT and DBT

erivatives have been isolated, such as Rhodococcus erythropo-
is IGTS8 [8], Gordona sp. CYKD1 [9] Peanibacillus sp. A11-2
10] and Rodococcus sp. Strain P 32C1 [11], Mycobacteium sp.
12], and Pseudomonas sp.[13].
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The desulfurization activity of naturally occurring bacterial
ultures is low in comparison to the requirements of a commer-
ial process and genetic manipulation has been used to achieve
igher desulfurization rates [14].

Due to the complexity of the system to studying, the biodesul-
urization has been conducted preferably in model reactions
edia in presence or not of water-immiscible organic sol-

ents. Until now, there have been few reports concerning the
iodesulfurization of crude oil, hydrodesulfurization-treated
iesel oil and gasoline [15–17]. These studies published
n 2006 represent a great advance for industrial process
mplementation.

When a degradation process is performed, the use of analyti-
al techniques to identify and quantify the degradation products
s an aspect of interest. Subsequently, analytical techniques
hich give structural information of intermediates have special

nterest when a pathway is required. Different analytical tech-
iques have been used with this aim when the degradation of
rganic compounds under different conditions has been studied.
s examples, GC–MS, gas chromatography coupled to atomic

mission detector (GC–AED) or liquid chromatography–time of
ight–mass spectrometry (LC–ToF–MS) techniques have been
sed in the determination of transformation products of Imida-
loprid (a pesticide), Methyl tert-butyl ether (and additive of
asoline) and Bisphenol A (an industrial chemical) in degrada-
ion processes such as advanced oxidation processes or sunlight
hoto-alteration [18–22].

When only monitoring of the process is required more
imple analytical techniques can be used, such as, GC–FID,
PLC–UV.
In most cases the concentration of the transformation prod-

cts in degradation processes is low, so, preconcentration
echniques must be employed [18] in order to increase the analyt-
cal signal of the transformation products. Besides, sometimes
he media in which the degradation is performed is not adequate
or analysis under chromatographic techniques; so, a change in
he solvent is required before gas or liquid chromatography anal-
sis. All these sample treatments which need to be performed
fter the biodesulfurization processes will be reviewed in this
aper.

When a biodesulfurization process is developed it is nec-
ssary to choose a model compound which will be degraded
nder controlled conditions, the parent compounds used tra-
itionally in biodesulfurization studies will be reviewed in
his paper and this revision will focus on the interesting that
ies in selecting these compounds in biodesulfurization pro-
esses, the analytical techniques employed in the monitoring
f the process and the problems concerning the identification of
ompounds.

Analytical techniques employed in the identification of
egradation products in biodesulfurization processes will also
e reviewed in the present paper. By using different analytical
echniques two pathways for the DBT metabolism are now rec-

gnized, namely, the ring-destructive pathway, represented by
he Kodama pathway and the sulphur-specific pathway, the know
s 4S pathway [23–26]. This review will focus on degradation
roducts of the 4S pathway.

h
c
c
b
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. Sample treatment

Preconcentration steps after a degradation process are a very
mportant aspect when intermediate products have to be deter-

ined, since normally the concentration of unknowns is very
ow, the extraction procedure is typically optimized for the com-
ounds that will be degradated and for some others which are
xpected to form if analytical standards are available [17,21,22],
hen, the application of the method is performed in order to
etect all of the transformation products generated in the degra-
ation process. Even when a preconcentration is not necessary,
change of the solvent is normally required, before injection in
hromatographic system.

In a biodesulfurization process two phases are typically
nvolved, a watery phase and an organic phase, normally the
rganic phase is a long chain hydrocarbon such as dode-
ane. These two phases should be separated and analysed in
different way; the organic phase can be directly analysed

y GC or LC or can be extracted by solid phase extrac-
ion, and the watery phase can be directly analysed by LC or
an be extracted by liquid-liquid extraction if GC analysis is
equired.

Solid phase extraction sorbents are normally chosen by the
ature of their primary interaction or retention mechanisms with
he analyte in question. In that case non polar or moderately
olar compounds should be extracted from a non polar organic
olvent. Sorbents like silica, animopropyl, cyanopropyl are spe-
ially indicated to extract compounds with functioanal groups
uch as hydroxyls, amines and heteroatoms (S, O, N) from non
olar matrices.

In fact, the solid phase extraction methods used for the extrac-
ion of biodesulfurization compounds (pattern compounds or
egradation products) developed by various authors, involve the
se of silica packing for the separation and concentration of
BT, 2-HBP (2-hydroxy biphenyl), 2,2′-biphenilol and DBT-

ulfone [27], alkylated dibenzothiophenes and its transformation
roducts [24,28].

Different solvents have been used to perform liquid-liquid
xtraction, ethyl acetate [29–34,26], n-hexane [35] methylene
hloride [36]. The culture broth is normally acidified before
iquid-liquid extraction at pH 2 [26,34].

. Model compounds used in biodesulfurization
rocesses

.1. Dibenzothiophene

It is well know that some polycyclic aromatic sulphur het-
rocycles (PASH) are more recalcitrante than aliphatic sulphur
ompounds in the catalytic hydrodesulfurization because the sul-
hur atom is embedded in an aromatic system and furthermore
t can be shielded by alkyl groups.

Dibenzothiophene (DBT), is a polycyclic aromatic sulfurated

ydrocarbon (see structure in Fig. 1a), which is a representative
ompound of organic sulphur compounds in fossil fuels. This
ompound has been the mostly used as a model compound in
iodesulfurization processes [29,30,36–39].
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Fig. 1. Chemical structure of naphtho [2,1-b] th

DBT concentration in biodesulfurization processes has been
etermined by different analytical techniques based on gas and
iquid chromatography.

In gas chromatography, non polar cross-linked wall coated
pen tubular (WCOT) analytical columns, are normally
mployed. The composition of the stationary phases normally
mployed are 5% phenyl, 95% dimethylpolysiloxane (e.g. HP-
) or 100% dimethylpolysiloxane (e.g. DB-1), SE-54 and DB17
see Tables 2–4).

An isotherm analysis is used by some authors, fixing the oven
emperature at 250 ◦C [33,37,39,40]. A temperature program has
een chosen by other authors [35,36,38].

Different detectors coupled to gas chromatography have been
mployed to determine DBT. Flame ion detection and mass
pectrometry are the most commonly used. Flame photomet-
ic detector (FPD) is employed only in a few applications (see
ables 1–4 ).

Flame ion detection coupled to gas chromatography
GC–FID) has been used to detect and to quantify dibenzothio-
hene in biodesulfurization processes (see Table 4). This system
f detection has a very low noise level. It has a linear response
ver a very wide range, its sensitivity is high and the optimized
esponse varies very little with factors such as detector tempera-
ure, flow-rates of hydrogen and carrier gas or other parameters.
ID works by burning carbon compounds which produce ions
41]. When a carbon compound is eluted from the GC col-
mn into the hydrogen flame of the detector, a current intensity
ill pass between electrodes placed near the flame and held at
suitable potential, thus producing a recordable signal. This

echnique does not provide structural information of analysed
ompounds; an analytical standard is always required in order
o identify and quantify dibenzotiophene using this technique
30,31,35,37,38,40].

Mass selective detection coupled with gas chromatography
GC–MS) is widely used for the separation and determination
f such volatile PASHs as DBTs [30,31,36–38]. This technique
as been used to identify DBT in biodesulfurization processes,

f all the ionization techniques for the production of ions for MS
nalysis, electron ionization (EI) is the most widely applied in
he identification of dibenzotiophene. This ionization technique
ften produces both molecular and fragment ions. In EI, gas ana-

p
h
f

ne, dibenzothiophene, and benzo [b] thiophene.

yte molecules are bombarded by energetic electrons (typically
0 eV), which leads to the generation of a molecular radical ion
M+) which can subsequently generate ionised fragments. This
echnique generally allows for the determination of both relative

olecular mass and the structure of the molecule.
The mass spectrum of dibenzothiophene under electron

mpact ionization show as base peak the ion at m/z 184 corre-
ponding with the molecular ion of dibenzothiophene, m/z 139
nd m/z 152.

High resolution liquid chromatography coupled to UV detec-
ion has been used to determine the concentration of DBT
uring biodesulphurization processes (see Table 1). The analyti-
al columns normally employed are filled with C18 as stationary
hase. The composition of the mobile phases normally used is
s follows, AcN:water [26,29,42–44], AcN:THF:water [29,42],
eOH:water [45,46], AcN:10 mM phosphate buffer (pH6) [36],

he analysis typically have been performed in isocratic mode.
he UV detection is carried out at a wavelength of 232 nm [36],
54 nm [29,42], 240 nm [43] and 280 nm [26,43,45,46].

.2. Alkylated dibenzothiophenes

Although DBT is generally taken as the model compound
f heterocyclic organosulphur present in diesel oil, alkylated
BTs represent a high proportion of these molecules. Crude
il contains a large number of molecules which contain sul-
hur; however, the major sulphur-containing molecules in the
iddle distillate fraction diesel fuel are alkilated dibenzoth-

ophenes. Furthermore, a sterilally-hindered sulphur molecule
uch as 4,6-dimethyl DBT is quite representative of the com-
ounds recalcitrant to HDS which should be removed to obtain
ltra-low sulphur diesel oils.

Alkylated DBT compounds typically employed as a model
n biodesulfurization processes are, 1-methyl DBT, 2-methyl
BT, 3-methyl DBT and 4-methyl DBT [30], 4,6-dimethyl
BT [30,36,37], 4,6-diethyl DBT [30,37], 4,6-dipropyl DBT

30,37,47], 4,6-dibutyl DBT [30,47] and 4,6-dipentyl DBT [47].

Analytical methods, based on gas and liquid chromatogra-

hy, developed to analyse DBT and its transformation products
ave been applied to identify alkylated DBTs and its trans-
ormation products. When an alkylated DBT is chosen to



106 M. Mezcua et al. / Talanta 73 (2007) 103–114

Table 1
Liquid chromatography–UV detection based method applied in the analysis parents compounds (in bold) in biodesulfurization processes and its degradation products

Compound Column Mobile phase Detector/Ynm Purpose Reference

NTH Puresil C18 AcN:Water (1:1) or
AcN:THF:water (1:1:3)

UV (254 nm) Quantification (standard calibration curves) [29]

NTHO2 Puresil C18 AcN:water (1:1) or
AcN:THF:water (1:1:3)

UV (254 nm) Quantification (standard calibration curves) [29]

BTH Puresil C18 AcN:water (1:1) or
AcN:THF:water (1:1:3)

UV (254 nm) Quantification (standard calibration curves) [29]

3-Methyl BTH Puresil C18 AcN:water (1:1) or
AcN:THF:water (1:1:3)

UV (254 nm) Quantification (standard calibration curves) [29]

5-Methyl BTH Puresil C18 AcN:water (1:1) or
AcN:THF:water (1:1:3)

UV (254 nm) Quantification (standard calibration curves) [29]

DBT Puresil C18 AcN:water (1:1) or
AcN:THF:water (1:1:3)

UV (254 nm)

Quantification (standard calibration curves)

[29,42]

Hipersil C18 AcN:10 mM phosphate
buffer (pH6) (3:1)

UV (232 nm) [36]

Zorbax C18 MeOH:Water (9:1) UV (280 nm) [45]
Cosmosil C18 AcN:Water (1:1) UV (280 nm) [26,34]
Zorbax C18 MeOH:Water (9:1) UV (280 nm) [46]
NOVA.PAK C18 AcN:Water (4:6) UV (280 nm) [43]
Kromasil C8 AcN:Water (1:1) UV (240 nm) [44]

DBTO2 Puresil C18 AcN:water (1:1) or
AcN:THF:water (1:1:3)

UV (254 nm)
Quantification (standard calibration curves)

[29]

Cosmosil C18 AcN:water (1:1) UV (280 nm) [26]

2-HBP Puresil C18 AcN:water (1:1) or
AcN:THF:water (1:1:3)

UV (254 nm)

Quantification (standard calibration curves)

[29,42]

Zorbax C18 MeOH:water (9:1) UV (280 nm) [45]
Cosmosil C18 AcN:water (1:1) UV (280 nm) [26,34]
Zorbax C18 MeOH:water (9:1) UV (280 nm) [46]

HBP Hipersil C18 AcN:10 mM phosphate
buffer (pH6) (3:1)

UV (207 nm)
Quantification (standard calibration curves)

[36]

NOVA.PAK C18 AcN:water (4:6) UV (280 nm) [43]
Kromasil C8 AcN:water (1:1) UV (240 nm) [44]

4,6-Dimethyl -DBT Puresil C18 AcN:water (1:1) or
AcN:THF:water (1:1:3)

UV (254 nm)
Quantification (standard calibration curves)

[29]

Hipersil C18 AcN:10 mM phosphate
buffer (pH6) (3:1)

UV (232 nm) [36]

Zorbax C18 MeOH:water (9:1) UV (280 nm) [45]

4,6-Dimethyl-HBP Hipersil C18 AcN:10 mM phosphate
buffer (pH6) (3:1)

UV (207 nm) Quantification (standard calibration curves) [36]

UV

s
i
a
m
D
c
m
t
[

a
f
p
w
m
s

6
t
t
t
d
l
b

a
F
p

Zorbax C18 MeOH:water (9:1)

tudy a biodesulfurization process, problems may be found
dentifying and quantifying transformation products, since no
nalytical standard can be commercially acquired. Gas chro-
atography is the technique of choice to separate alkylated
BTs from the matrix, since they are non polar and volatile

ompounds. The analytical columns typically used to deter-
ine alkylated dibenzothiophenes by gas chromatography are

hose used to determine DBT, DB-5 [30], DB-1 [36], and DB-17
47,39].

A detailed study into the gas chromatography behaviour of
lkylated dibenzothiophenes (several of which were synthesized
or the purpose) on two non polar stationary phases have been

erformed by Sachade et al. [48]. The influence of the subtituents
as described. A strong retention was observed for isomers
ethylated in the 1-position. In contrast, the retention time is

hortened for isomers which posses a methyl group in the 4- or

l
o
t
[

(280 nm) Identification. [45]

-position. Furthermore, a pronounced ortho effect is shown by
his class of compounds: with two methyl groups in ortho posi-
ion to each other, the retention time increase significantly. With
he aid of multiple linear regressions, an equation is derived to
escribe the gas chromatographic behaviour of the polymethy-
ated dibenzothiophenes in a quantitative way and to predict the
ehaviour of further isomers.

Detectors employed with gas chromatography to determine
lkylated DBTs are FID, MS and FPD (see tables), the use of
PD is not very common, although a few applications have been
erformed using this technique [30,39].

Flame ion detection has been employed to quantify alky-

ated DBTs by using external calibration, and determination
f concentration of alkylated DBTs at different stages of
he degradation process allow monitoring of the process
26,30,33,37].



M. Mezcua et al. / Talanta 73 (2007) 103–114 107

Table 2
Gas chromatography–mass spectrometry detection based method applied in the analysis parents compounds (in bold) in biodesulfurization processes and its
degradation products

Compound Column Temperature program Ions (m/z) Purpose Reference

NTH HP5-MS 40 ◦C (3 min) 280 ◦C (10 ◦C/min) 184 (M+), 135 Structural determination [29]
DB5 [30]

NTHO2 HP5-MS 40 ◦C (3 min) 280 ◦C (10 ◦C/min) 216 (M+), 187, 168, 115 Structural determination [29]
DB5 [30]

HNE HP5-MS 40 ◦C (3 min) 280 ◦C (10 ◦C/min) 170 (M+), 141, 115 Structural determination [29]
DB5 [30]

NFU HP5-MS 40 ◦C (3 min) 280 ◦C (10 ◦C/min) 168 (M+), 139 Structural determination [29]
DB5 [30]

BTH HP5-MS 40 ◦C (3 min) 280 ◦C (10 ◦C/min) 134 (M+), 89, 67, 63 Structural determination [29]
DB5 Structural determination [32]

BTHO2 HP5-MS 40 ◦C (3 min) 280 ◦C (10 ◦C/min) 137, 106, 166 (M+), 63 Structural determination [29]
DB5 [30]

BcOTO HP5-MS 40 ◦C (3 min) 280 ◦C (10 ◦C/min) 118, 89, 166 (M+), 63 Structural determination [29]

BcOTO2 HP5-MS 40 ◦C (3 min) 280 ◦C (10 ◦C/min) 89, 118, 182 (M+), 63 Structural determination [29]
DB5 [32]

o-Hydroxystyrene HP5-MS 40 ◦C (3 min) 280 ◦C (10 ◦C/min) 91, 120 (M+), 69, 66 Structural determination [29]
DB5 [32]

HPEal HP5-MS 40 ◦C (3 min) 280 ◦C (10 ◦C/min) 107, 136 (M+), 77, 51,
89, 63

Structural determination [29]

BFU HP5-MS 40 ◦C (3 min) 280 ◦C (10 ◦C/min) 118 (M+), 89, 63 Structural determination [29]
DB5 [30]

DBT DB5 Not reported Not reported Structural determination [30]
DB1 from 50 to 310 (10 ◦C/min) Not reported [36]
SE-54 Not reported 184 (M+), 139, 152 [31]
DB17 250 ◦C Not reported [38]
DB17 From 200 ◦C to 280 ◦C (5 ◦C/min),

held 14 min
Not reported [38]

DBTO2 DB5 Not reported Not reported Structural determination [30]

2-HBP DB5 Not reported Not reported Structural determination [30]
SE-54 Not reported 170 (M+), 141, 115 [31]
Not reported Not reported Not reported [45]
DB17 From 200 ◦C to 280 ◦C (5 ◦C/min),

held 14 min
170 (M+), 141, 115 [38]

HBP DB1 From 50 to 310 (10 ◦C/min) Not reported Structural determination [36]
SE-54 Not reported 154 (M+), 76, 115 [31]

2-MBP SE-54 Not reported 184 (M+), 169, 141, 115 Structural determination [31]
DB17 From 200 ◦C to 280 ◦C (5 ◦C/min),

held 14 min
Not reported [18]

4,6-Dimethyl DBT DB5 Not reported Not reported Structural determination [30]
DB1 From 50 to 310 (10 ◦C/min) Not reported [36]
DB17 250 ◦C Not reported [37]

4,6-Dimethyl HBP DB1 from 50 to 310 (10 ◦C/min) Not reported Structural determination [36]
Not reported Not reported Not reported [45]
DB17 250 ◦C [39]

Metabolites from
4,6-dimethyl DBT

DB5 Not reported Not reported Structural determination [30]

4,6-Diethyl DBT DB5 Not reported Not reported Structural determination [30]
DB17 250 ◦C [37]

4,6-diethyl HBP DB17 250 ◦C Not reported Structural determination [39]
Metabolites from 4,6-diethyl

DBT
DB5 Not reported Not reported Structural determination [30]

4,6-dipropyl DBT DB5 Not reported Not reported Structural determination [30]
DB17 250 ◦C Not reported [37]
DB17 From 200 ◦C to 280 ◦C (5 ◦C/min),

held 14 min
268, 240, 268 [47]
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Table 2 ( Continued )

Compound Column Temperature program Ions (m/z) Purpose Reference

4,6-Diprophyl HBP DB17 250 ◦C Not reported Structural determination [39]
2-Metabolites from

4,6-dipropyl DBT
DB5 Not reported Not reported Structural determination [30]

4, 6-Dipropyl DBT sulfone DB17 From 200 ◦C to 280 ◦C (5 ◦C/min),
held 14 min

300, 285, 272 Structural determination [47]

2-Hidroxy-3,3′-
dirpropylbiphenyl.

DB17 From 200 ◦C to 280 ◦C (5 ◦C/min),
held 14 min

254, 226, 183 Structural determination [47]

4,6-Dibutyl DBT DB5 Not reported Not reported Structural determination [30]
DB17 From 200 ◦C to 280 ◦C (5 ◦C/min),

held 14 min
[47]

4,6-Dibupyl DBT sulfone DB17 From 200 ◦C to 280 ◦C (5 ◦C/min),
held 14 min

244, 299, 328 Structural determination [47]

2-Hidroxy-3,3′-
dibutylbiphenyl

DB17 From 200 ◦C to 280 ◦C (5 ◦C/min),
held 14 min

239, 282 Structural determination [47]

Metabolites from 4,6-dibutyl
DBT

DB5 Not reported Not reported Structural determination [30]

4,6-Dipentyl DBT DB17 From 200 ◦C to 280 ◦C (5 ◦C/min),
held 14 min

324, 267, 211 Structural determination [47]

2-Hydrxy-3,3′-
dipentylbiphenyl

DB17 From 200 ◦C to 280 ◦C (5 ◦C/min),
held 14 min

310, 254 Structural determination [47]

1-Methyl DBT Shimadzu GC-17A Not reported Not reported Identification of its
metabolites

[28]

6-Methyl 2-HBP Shimadzu GC-17A Not reported Not reported Identification [28]
2′-Methyl 2-HBP Shimadzu GC-17A Not reported Not reported Identification [28]
2-Methyl DBT Shimadzu GC-17A Not reported Not reported Identification of its

metabolites
[28]

5-Methyl 2-HBP Shimadzu GC-17A Not reported 184 (M+) (100%), 183
([M − 1]+) (45%), 169
([M − 15]+) (80%)

Identification [28]

3′-Methyl 2-HBP Shimadzu GC-17A Not reported 184 (M+) (100%), 183
([M − 1]+) (50%), 169
([M − 15]+) (10%)

Identification [28]

3-Methyl DBT Shimadzu GC-17A Not reported Not reported Identification of
metabolites

[28]

4-Methyl 2-HBP Shimadzu GC-17A Not reported Not reported Identification [28]
4′-Methyl 2-HBP Shimadzu GC-17A Not reported Not reported Identification [28]
4-Methyl DBT Shimadzu GC-17A Not reported Not reported Identification of its

metabolites
[28]

3-Methyl 2-HBP Shimadzu GC-17A Not reported Not reported Identification [28]
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3′-Methyl 2-HBP Shimadzu GC-17A Not reported

Gas chromatography (GC) coupled with mass selective detec-
ion (MSD) is widely used for separation and determination of
uch volatile PASHs as DBTs. The ionisation mode used to deter-
ine these compounds is electron impact ionisation at 70 eV.
ualitative analysis is often limited to classification based on

he mass to charge ratio and therefore only gives the number
f carbon atoms present in the substituents. Definitive chemical
tructures cannot be obtained through mass spectrometry data
n the electron ionisation mode because of the almost identical
pectra of isomers when a mixture of unknown alkylated DBT’s
re elucidated. Chemical ionisation is an efficient alternative,
ince the molecular mass of the compounds could be determined
18], but this technique has not been used until now to determine
hese kinds of compounds. Nevertheless, mass spectrometry in

lectron impact ionisation may help distinguish between diben-
othiophenes, which only contain methyl groups or carry longer
lkyl side chains [49]. It has been found that for DBTs carry-
ng only methyl groups, the base peak in the mass spectrum

3

w

Not reported Identification [28]

s defined by the molecular ion, but that longer alkyl chains
ive rise to fragmentation and therefore the molecular ion is no
onger the base peak. These results for mono-and dialkylated
BTs (with methyl, n-alkyl and branched alkyl substituents)

lso apply to multiply alkylated DBTs [48].
High performance liquid chromatography coupled with UV

etection has been employed in order to determine compound
uch as 4,6-dimethyl-DBT [29,36,45], in these applications C18
olumns were used to separate the compounds chromatograph-
cally from the matrix. Different mobile phases have been used
see Table 1), and different wavelengths have been selected for
he detection of these compounds: 254 nm [29], 232 nm [36] and
80 nm [45].
.3. Bezothiophene, naphtothiophene

Naftho [2,1-b] thiophene (NTH) (see structure in Fig. 1),
hich includes a benzothiophene (BTH) structure (see structure
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Table 3
Gas chromatography–flame photometric detection based method applied in the analysis parents compounds (in bold) in biodesulfurization processes and its degradation
products

Compound Column Temperature program Purpose Reference

NTH DB5 Not reported Quantification [30]
NTHO2 DB5 Not reported Quantification [30]
HNE DB5 Not reported Quantification [30]
NFU DB5 Not reported Quantification [30]

BTH DB5 Not reported
Quantification

[24]
DB 17 250 ◦C [39]

BTHO2 DB5 Not reported Quantification [30]
BFU DB5 Not reported Quantification [30]

DBT DB5 Not reported
Quantification

[30]
DB 17 250 ◦C [39]

DBTO2 DB5 Not reported Quantification [30]
2-HBP DB5 Not reported Quantification [30]

4,6-Dimethyl DBT DB5 Not reported
Quantification

[30]
DB 17 250 ◦C [39]

4,6-Diethyl DBT DB5 Not reported
Quantification

[30]
DB 17 250 ◦C [39]

4,6-Dipropyl DBT DB5 Not reported
Quantification

[30]
DB 17 250 ◦C [39]
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,6-Dibutyl DBT DB5 Not rep

n Fig. 1), is an asymmetric structural isomer of DBT. Recently it
as become apparent that in addition to DBT derivatives, NTH
erivatives can also be detected in diesel oil following HDS
reatment, although NTH derivatives are minor components in
omparison to DBT derivatives.

Therefore, NTH may also be a model target compound for
eeper desulfurization [29,30]. Fewer applications have been
ublished concerning the biodesulfurization of benzothiphene
nd naphtothiophene compared with dibenzothiophene.

Recently, there is confirmation that alkyl-substituted deriva-
ives of naphtha [2,1-b] thiophene (NTH) and benzo [b]
hiophene (BTH) may be detected in diesel oil, in addition to
BT derivatives [50].
Gas chromatography coupled to mass spectrometry

29,30,32], FPD [30,39] and flame ion detection [30] has
een used to determine these compounds in biodesulfuriza-
ion process. The columns employed are 5% phenyl, 95%
imethylpolysiloxane (e.g. HP-5, DB-5).

The mass spectrum of NTH and BTH in the electron impact
onisation mode (see Table 2) show the molecular ions at m/z 184
29,30] and m/z 134 [29,32] respectively. The mass spectrum
f NTH shows a fragment at m/z 135. More fragmentation is
chieved for BTH, three fragment ions have been reported at
/z 89, 67 and 63.
Liquid chromatography coupled to UV detection has also

een used to determine NTH and BTH in biodesulfurization
rocesses [29]. The wavelength selected to analyse both com-

ounds is 254 nm, and a C18 analytical column has been used in
rder to separate these compounds from the matrix. AcN:water
1:1) or AcN:THF:water (1:1:3) has been employed as mobile
hase (see Table 1).

c
v

o

Quantification [30]

. Transformation products

Gas chromatography–mass spectrometry (GC–MS) is by far
he most frequent analysis tool for identifying transformation
roducts. Important advantages of the GC–MS based methods
re: (i) the high amount of structural information yielded and
he possibility of using commercial libraries which make the
dentification of unknown transformation products feasible; (ii)
he ruggedness and reliability of the GC–MS interface; and (iii)
he high sensitivity and separation efficiency which avoid the
verlapping of compounds with similar structures.

Electron impact ionization is the most popular since its spec-
ra are highly reproducible, which mean that mass spectral
ibraries can be used for the identification of unknowns. Com-
ound identification is currently performed by comparing an
nknown electron ionisation MS spectrum with collections of
eferences spectra. The identification process is based on search
lgorithms which compare the obtained spectra with those of
library, and which are generally implemented in the GC–MS

nstrument. A spectral match and fit factor defines the certainty
f the identification. Although library searches are a powerful
ool for the identification of unknowns, for this purpose, a series
f conditions must be met: the compound must be included in
he library; the MS conditions at which both spectra have been
btained must be similar; and finally, the GC separation must be
ufficiently efficient to obtain a clean mass spectrum.

However, GC–MS methods have important drawbacks as a

onsequence of their low capacity for analyzing very polar, less
olatile and thermally unstable compounds.

Identification of transformation products is usually carried
ut on the basis of their EI mass spectra, mainly because
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Table 4
Gas chromatography–flame ion detection based method applied in the analysis of parents compounds (in bold) in biodesulfurization processes and its degradation
products

Compound Column Temperature program Purpose Reference

NTH DB5 Not reported Quantification [30]
NTHO2 DB5 Not reported Quantification [30]
HNE DB5 Not reported Quantification [30]
NFU DB5 Not reported Quantification [30]
BTH DB5 Not reported Quantification [30]
BTHO2 DB5 Not reported Quantification [30]
BFU DB5 Not reported Quantification [30]

DBT DB5 Not reported

Quantification

[30]
WCOT FUSED SILICA From 100 ◦C to 280 ◦C (20 ◦C/min) [35] (solo compuesto

de partida)
SE-54 Not reported [31]
DB17 250 ◦C [37,40]
DB1 250 ◦C [33]
DB17 From 200 ◦C to 280 ◦C (5 ◦C/min), held 14 min [38]
OV17 From 120 ◦C (5 min) to 250 ◦C (3 ◦C/min) [26]

DBT sulfone DB1 250 ◦C
Quantification

[33]
DB5 Not reported [30]
OV17 From 120 ◦C (5 min) to 250 ◦C (3 ◦C/min) [26]

2-HBP DB5 Not reported

Quantification

[30]
SE-54 Not reported [31]
DB17 250 ◦C [40]
DB17 From 200 ◦C to 280 ◦C (5 ◦C/min), held 14 min [38]
OV17 From 120 ◦C (5 min) to 250 ◦C (3 ◦C/min) [25]

HBP SE-54 Not reported
Quantification

[31]
DB1 250 [33]

2-MBP SE-54 Not reported
Quantification

[31]
DB17 From 200 ◦C to 280 ◦C (5 ◦C/min), held 14 min [38]

4,6-Dimethyl DBT DB5 Not reported
Quantification

[30]
DB17 250 ◦C [37]
DB1 250 ◦C [33]

4,6-Dimethyl DBT sulfone DBI 250 ◦C Quantification [33]

4,6-Diethyl DBT DB5 Not reported
Quantification

[30]
DB17 250 ◦C [37]
DB1 250 ◦C [33]

4,6-Diethyl DBT sulfone DB1 250 ◦C [27]

4,6-Dipropyl DBT DB5 Not reported
Quantification

[30]
DB17 250 ◦C [37]
DB1 250◦ C [33]

4,6-Dipropyl DBT sulfone DB1 250 ◦C Quantification [33]

4,6-Dibutyl DBT DB5 Not reported
Quantification

[30]
DB1 250 ◦C [33]

4,6-Dibutyl DBT sulfone DB1 250 ◦C Quantification [33]
4,6-dipentyL DBT DB1 250 ◦C Quantification [33]
4,6-Dipentyl DBT sulfone DB1 250 ◦C Quantification [28]
1-Methyl DBT Shimadzu GC-17A Not reported Quantification and

following the process
[28]

Degradation products Shimadzu GC-17A Not reported Following the process [28]
2-Methyl DBT Shimadzu GC-17A Not reported Quantification and

following the process
[28]

Degradation products Shimadzu GC-17A Not reported Following the process [28]
3-Methyl DBT Shimadzu GC-17A Not reported Quantification and

following the process
[28]

Degradation products Shimadzu GC-17A Not reported Following the process [28]
4-Methyl DBT Shimadzu GC-17A Not reported Quantification and

following the process
[28]

Degradation products Shimadzu GC-17A Not reported Following the process [28]
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tructural elucidation can easily be achieved by comparing the
pectrum of the unknown compound with published spectra
ither from data bases or from research papers.

Throughout the last decade GC–MS techniques have been
sed to elucidate the metabolisme pathway of DBT studied with
ifferent microorganisms, this review focuses only on microor-
anisms which follow the 4S pathway.

As has been mentioned in the introduction part, BDS is stud-
ed with model compounds such as DBT, the most usual of all.
here are many reports concerning different microorganisms
hich are able to metabolise DBT via a hydrocarbon degrada-

ive pathway (with destruction of carbon–carbon bonds), but
nly a small number of microorganisms, mainly Rhodococ-
us, Bacillus, Corynebacterium and Anthrobacter species, are
ble to remove sulphur from DBT via sulphur-specific pathway,
electively cleaving sulphur from DBT without ring degrada-
ion [23,51,52]. This desulfurisation pathway has been named
s 4S route, because the molecule of DBT is transformed into 2-
droxibiphenyl (HBP) [53,54]. According to a reaction scheme
ormed by four consecutive reactions or steps as shown in Fig. 2
BT is first oxidized to DBTO (DBT sulfoxide). DBTO is

hen transformed to DBT sulfone (DBTO2) and to sulfinate
HBPS), followed by hydrolytic cleavage to 2-HBP and sub-
equent release of sulfite or sulphate. This pathway is regarded
s preferable and promising, because the sulfur of DBT is selec-
ively removed without destroying the hydrocarbon skeleton so
hat the thermal value of fuels is not decreased [5].

All these degradation products of DBT and analogous from
iodesulfurization of other parents compounds that we are
eviewing in this work have been identified by different analyt-
cal techniques mentioned before in this review and have been
ummarized in Tables 1–4. But special attention is required
or the GC–MS technique, since it is the technique which
rovides more structural information when a pathway has to
e elucidated. For this reason, in this section, more specific
omments of published data concerning this technique are
ncluded.

In biodesulfurization studies of DBT, 2-HBP [30,31,38,45]
s the most detected degradation product, due to the fact that it
s the final product in the process and owing to its concentration
s, normally, high enough to be determined with the analytical
echniques applied. However intermediate compounds, which
re typically at lower concentrations, have not been detected
n all biodesulfurization studies, and a hypothesis of their pres-
nce has been adopted to explain the 4S pathway, Samir et al.
36] could not detect HBPS, even when the formation of this
ompound is the limiting step in the 4S route [55], GC analysis
f the methylene chlorine extracted compounds did not reveal
ny intermediary metabolite (only 2-HBP was detected), any
ransient accumulation of sulfinate was not detected. Authors
onsidered that this was due to the fact that this water soluble
ompound was not extracted using methylene chloride as extrac-
ant solvent. In the same study attempts to detect HBPS in the

queous phase by HPLC–UV were neither possible. Because
he HBP concentration determined by GC and HPLC were sim-
lar, authors suggested that the concentration of HBP-sulfinate
ccumulated was low.

b
s
7
o

Fig. 2. Scheme of 4S biodesulfurization route of dibenzothiophene.

Although 2-HBP is the final product in a biodesulfurization
rocess, this compound can lead in to other degradation prod-
cts HBP [31,36] and 2-methoxybiphenyl (2-MBP) [31,38].
-HBP has been analysed by GC–MS in the electron impact
ode [30,31,38,45], the mass spectrum show the molecular ion

t m/z 170 and also two fragments at m/z 141 and 115. HBP
hich is the dehydroxilated 2-HBP, has been analysed as well

y GC–MS in electron impact mode [31,36], the mass spectrum
how the molecular ion at m/z 154 and two fragment ions at m/z
6 and 115 [31]. 2-MBP which is formed by the methylation
f the hydroxyl group of 2-HBP [56], show a mass spectrum
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n electron impact mode with the molecular ion at m/z 184 and
hree fragments at m/z 169, 141 and 115. These three compounds
ave been analysed by GC–FID [30,31,33,38,40] and GC–FPD
30]. The analytical columns employed in gas chromatography
or the analysis of these compounds are DB-1, DB-5, DB-17
nd SE-54, see Tables 2–4.

DBTO2, one of the intermediates in the 4s pathway, which has
een detected more than others, has been analysed by GC–MS,
C–FPD [30] and GC–FID [26,30,33].
Liquid chromatography coupled with UV detection has been

sed, also to the determination of 2-HBP [26,42,44,46], DBTO2
26,29] and HBP [36].

Biodesulfurization of alkilated DBTs occur by the analo-
ous pathway of DBT degradation, see Tables 1–4. In these
ables, we collect the analytical techniques employed to anal-
se degradation products of alkilated DBT’s, such as for other
ompounds already discussed in this review. GC–MS in elec-
ron impact mode is the analytical technique which gives more
nformation on the structure of the transformation products. By
nalogy of the microbial conversion of DBT to 2-HBP, 2-MDBT
e.g.) is expected to be transformed into the hydroxilated desul-
urization product, 5-methyl-2-hydroxybiphenyl (5-MHBP) or
′-methyl-2-hydroxy-biphenyl (3′-MHBP) in the course of
iodesulfurization. The mass spectrum obtained for 5-MHBP
nd 3′-MHBP [28] (see Table 2) shows an ion at m/z 184
orresponding to the molecular mass of these methyl hidrox-
biphenyls. The peak intensities of some of their fragment ions,
pecially m/z 183 and m/z 169 corresponding to each of the H
[M − 1]+) and CH3 ([M − 15]+) elimination from the molecular
ons are different from each other. The difference between peak
ntensities of these fragment ions (m/z 183 and 169) is estimated
y the authors [28] to determine the differences in their chemi-
al structures, although both fragment ion peaks in the low-mass
on series less than m/z 141, exhibited the same spectral pattern.

As happens with DBT, when the degradation of methylated
BTs is performed, the hydroxylated product is the most fre-
uently analysed [28,36,45,47], data of the identification of
ntermediates are not frequently reported, some authors don’t
ven specify which transformation products have been formed
hrouhout the biodesulfurization process [30].

GC–FID have been used to the quantitative determination of
icrobial transformation products (see Table 4) such as 4,6-

ibutyl DBT sulfone, 4,6-dimethyl DBT sulfone, 4,6-diethyl
BT sulfone, 4,6-dipropyl DBT sulfone, 4,6-dipenthyl DBT sul-

one [33] and others which authors do not specify [28]. GC–AED
as been used to detect sulphur atoms in transformation prod-
cts [57]. This technique is a powerful method to simultaneously
etect multiple elements of which a given compound is com-
osed [18,19]. In an atomic emission detector, excited atoms are
enerated in a microwave–induced electrical discharge plasma.
pon deactivation, excited states generate light quanta which
roduce an elemental emission spectrum [58].

Intermediates from biodesulfurization of NTH and BTH have

een analysed by the analytical techniques already exposed in
his review, the only one which gives structural information is
he GC–MS technique, as previously mentioned. By this tech-
ique, in electron impact ionization mode, three intermediates

h
m
i

ig. 3. Scheme of 4S biodesulfurization route of benzothiophene and naftoth-
ophene.

ave been identified for NTH and six for BTH [29,30]. The
hromatographic conditions and the ions reported are shown in
able 2, and the structures of some of the degradation prod-
cts are shown in Fig. 3. When the biodesulfurization of NTH
as been performed, three degradation products were identified.
ne metabolite has been identified as NTHO2 (M+, m/z 160)

ince its MS spectrum was identical to that of authentic NTHO2.
he other metabolites were considered to include no sulphur
tom in their molecular structures. One have been identified as
′-hydroxynaphthylethene (HNE) (M+, m/z 170), the fragment
on at m/z 141 corresponds to loss of the vinyl group from the

olecular ion. Other degradation products has been identified
s naphto [2,1-b] furan (NFU), since its mass spectrum was
dentical to that of authentic NFU.
In the biodesulfurization of BTH six degradation products
ave been identified [29,30,32] whose ions (m/z) obtained by
ass spectrometry in electron impact mode ionisation are shown

n Table 2. These six metabolites have been identified as BTH
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ulfone (BTHO2) (M+, m/z 166), benzo [c] (1,2) oxathiin s-oxide
BcOTO) (M+, m/z 166), benzo [c] (1,2) oxathiin S, S-dioxide
BcOTO2) (M+ m/z 182), o-hydroxystyrene (M+, m/z 120), 2-
2′-hydroxyphenyl)ethan-1-al (HPEal) (M+, m/z 136), and BFU
M+, m/z 118).

. Final remarks

The extraction method employed before chromatographic
nalysis involve a simple liquid–liquid extraction for the aque-
us phase and a solid phase extraction for the organic phase. This
econd procedure is not always performed, since some authors
nject the organic phase directly into GC systems. However,
etailed recovery studies of these extraction procedures are not
sually reported in the reviewed bibliography. Only Onaka et
l. [28] perform a study of solid phase extraction applied to
iodesulfurization processes.

In general, HPLC–UV and GC–FID are used by most of
uthors, in order to follow degradation processes and to quantify
he pattern compound as well as the final product. GC–MS is
ormally used to identify intermediates.

The sensibility of analytical techniques traditionally used in
iodesulfurization processes seems to be enough (although no
ata on the limits of detection are reported by any authors) to
etect the initial compound and final products, but in some cases
hese techniques are not adequate in the detection of intermediate
roducts [36].

A conclusion of this review is that very simple and acces-
ible analytical techniques, such as HPLC–UV and GC–FID,
re enough to monitor a biodesulfurization global process. In
ontrast, it is not always possible to confirm the identification
f degradation products extensively, that can represent a very
mportant factor in the process evaluation [45].
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bstract

A method was developed for the simultaneous speciation of arsenic and antimony with HPLC–ICP-MS using C30 reversed phase column. Eight
inds of arsenic compounds (As(III), As(V), monomethylarsonic acid (MMAA), dimethylarsinic acid (DMAA), arsenobetaine (AB), arsenocholine
AsC), trimethylarsine oxide (TMAO) and tetramethylarsonium (TeMA)), Sb(III) and Sb(V) were simultaneously separated by the special mobile

hase containing ammonium tartrate. Especially for the species of organic As, a C30 column was better than a C18 column in the effect of
eparation. Limits of detection (LOD) for these elements were 0.2 ng ml−1 for the species of each As, and 0.5 ng ml−1 for the species of each Sb,
hen a 10 �l of sample was injected, respectively. The proposed method was applied to a hot spring water and a fish sample.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Chemical species of elements in biological and environmen-
al samples are of importance to understand toxicity, metabolism
nd transport properties of elements. Therefore, speciation anal-
sis [1–4] becomes an increasing active-research field in recent
ears. Arsenic (As) is essential element for human body, and
s a base of many chemical species in environmental sam-
les. In addition, there are different toxicity with corresponding
he species of As to human body and environments. Conse-
uently, speciation analysis of As (As speciation) are reported
ith various analytical techniques, such as HPLC–HG-AAS

nd HPLC–ICP-MS, etc. [5]. HPLC–ICP-MS is widely applied
o As speciation due to the advantages of excellent separa-
ion and high sensitivity. So far, the methods using a reversed

hase column and ion exchange column coupled with ICP-
S are much used. As known, As species in environments are
ainly in presence of As(III), As(V) and monomethylarsonic

∗ Corresponding author. Tel.: +81 3 3259 0820; fax: +81 3 3293 7572.
E-mail address: morita@chem.cst.nihon-u.ac.jp (Y. Morita).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
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cid (MMAA) and dimethylarsinic acid (DMAA). Therefore,
hese anions species of As can be separated with ion exchange
olumn using a simple composition of eluent. However, it is dif-
cult to use the eluent in separating the other species of organic
s. On the other hand, C18 reversed phase column packing
ctadecyl group (ODS), with high resolution factor and excel-
ent ability of separation for many As species, is often used for
iological samples.

The importance of Sb determination is reflected by the fact
hat Environmental Protection Agency (EPA) considers it a pri-
rity pollutant. The species of antimony (Sb) in environments are
n presence of Sb(III) and Sb(V). Analysis and risk evaluation
or Sb species are important from the view of toxicity. However,
wing to the absence of standards of organic Sb species, spe-
iation analysis for Sb species in biological and environmental
amples is not enough.

As known, simultaneous multi-element determination is an
mportant feature of ICP-MS. Nevertheless, speciation analysis

s mainly performed for a single element in present methods
sing the detector. The reason is that the optimum composition
f eluent is different for each element. Although there are a
ew reports [6–9] on speciation analysis of simultaneous multi-
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Table 1
Instrumental operating conditions of HPLC–ICP-MS

ICP-MS conditions
Incident Rf power: 1.5 kW
Reflected power: <2 W
Outer gas flow rate: Ar 15 l min−1

Intermediate gas flow rate: Ar 0.9 l min−1

Carrier gas flow rate: Ar 0.8 l min−1

Make-up gas flow rate: Ar 0.4 l min−1

Nebulier: Micro mist
Spray chamber: Scott type
Sampling depth: 7 mm from work coil
Reaction mode: He 2.0 ml min−1

Measured m/z: As: 75, Sb: 121

Chromatographic conditions
Column: Develosil C30-UG-5 (4.6 mm i.d. × 250 mm)
Eluent: 10 mmol l−1 sodium butanesulfonate/4 mmol l−1 malonic

acid/4 mmol l−1 tetramethylammonium hydroxide/0.1 (v/v)%
methanol/20 mmol l−1 ammonium tartrate (pH 2.0) mixed
solution

Flow rate: 0.75 ml min−1
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lement, it is not found that the species of Sb and eight kinds of
s are simultaneously separated using reversed phase column.
In this study, the simultaneous speciation of As and Sb by

PLC–ICP-MS with C30 reversed phase column was inves-
igated. The optimum chromatographic conditions, concerning
he composition of eluent and the pH of simultaneous separation
f As and Sb species, were examined. The proposed method has
een applied to a hot spring water and a fish sample.

. Experimental

.1. Reagent

All reagents were of analytical grade. Ultra-pure water was
repared by a Milli-Q system (Elix-3 and Milli-Q gradient, Mil-
ipore, Tokyo, Japan).

.1.1. Arsenic standard solutions
Stock solutions of arsenic species (1000 mg l−1 for As)

ere prepared by dissolving the follow compounds: sodium
etaarsenite (As(III)), disodium hydrogen arsenate heptahy-

rate (As(V)), monomethylarsonic acid, dimethylarsinic acid,
rsenobetaine (AB), arsenocholine bromide (AsC), trimethylar-
ine oxide (TMAO), and tetramethylarsonium iodide (TeMA).
s(III), As(V) and DMAA were obtained from Wako pure
hemical Ind., Ltd. (Osaka, Japan). MMAA, AB, AsC, TMAO,
nd TeMA were purchased from Tri Chemical Laboratories Inc.
Yamanashi, Japan). The standard solutions of arsenic species
ere used by diluting the corresponding stock solutions.

.1.2. Antimony standard solutions
Stock solutions of antimony species (1000 mg l−1 for Sb)

ere prepared by dissolving diantimonate dipotassium trihy-
rate (Sb(III)) and potassium hexahydroxoantimonate (Sb(V))
rom Wako Pure Chemical Ind. Ltd. The standard solutions of
ntimony species were used by diluting the corresponding stock
olutions.

.1.3. Eluent
Malonic acid, 1-butanesulfonic acid sodium salt, ammonium

artrate, diammonium hydrogen citrate, 15% tetramethylammo-
ium hydroxide and methanol were gained from Wako Pure
hemical Ind. Ltd. Eluent comprised the above regents accord-

ng to the different ratio.

.2. Instrumentations

An ICP-MS, Agilent 7500c, was used from Yokogawa Ana-
ytical Systems (Tokyo, Japan). A C30 reversed phase column
acking triaconcyl group, DEVELOSIL C30-UG-5 (particle
ize 5 �m, 4.6 mm i.d. × 250 mm), was employed from Nomura
hemical Co., Ltd. (Aichi, Japan). A C18 reversed phase col-
mn, Inertsil ODS-3 (particle size 3 �m, 4.6 mm i.d. × 250 mm)

as utilized from GL Science (Tokyo, Japan). A anion exchange

olumn, CHEMCOSORB 7SAX (particle size 5 �m, 4.6 mm
.d. × 250 mm) was obtained from Chemco Scientific Co., Ltd.
Tokyo, Japan). A HPLC and an ICP-MS were connected with

A
e
a

Injection volume: 10 �l
Column temperature: room temperature

EEK tube. All of measurements were performed under the
perating conditions given in Table 1.

.3. Procedure

.3.1. Preparation of mixed standard solution
A mixed standard solution were prepared by diluting stock

olutions of As and Sb species.

.3.2. Composition of eluent
An eluent (1 l) was composed of 10 mM 1-butanesulfonic

cid, 4 mM malonic acid, 4 mM tetramethylammonium hydrox-
de, 0.1 (v/v)% methanol, and 20 mM ammonium tartrate. The

alonic acid was used for buffer, and 1-butanesulfonic acid and
etramethylammonium hydroxide was used for ion pair reagent.

.3.3. Sample preparation
A hot spring water marketed as a drinking water was filtered

ith membrane filter (pore size, 0.45 �m) and then was deter-
ined. A fish sample solution was prepared as follows: a 0.5 g

f fish sample was placed into a 50 ml centrifugal tube, and then
10.0 ml of ultra-pure water was added. After being placed in

n ultrasonication (W-113MK,) for 1 h, the solution was filtered
ith membrane filter. The species of As and Sb in the obtained

olution were separated and measured by HPLC–ICP-MS.

. Results and discussion

.1. Selection of column
Column plays an important role in separating the species of
s and Sb. Therefore, it is of importance to select a column of

xcellent ability of separation. In this study, a C30, a C18 and an
nion exchange column were used to perform the investigation.
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ig. 1. Effect of the concentration of ammonium tartrate. As species: (©) As(II
b species: (©) Sb(III), (�) Sb(V). Concentration of each species: 20 ng ml−1.

The inorganic species of As(III), As(V), Sb(III), and Sb(V)
ere separated with the anion exchange column using mobile
hase (50 mM ammonium tartrate, pH 2.5 by sulfuric acid).
owever, under above conditions, broad half-width and small

ignal intensity were observed for the chromatograms, thus it
as difficult to separate the species of organic As (TMAO,
eMA and AsC) by the column.

We tried to simultaneously separate the species of As and
b by the mentioned reversed phase columns with the elu-
nt reported by Kamidate et al. [10] (10 mM 1-butanesulfonic
cid/4 mM malonic acid/4 mM tetramethylammonium hydrox-
de/0.1 (v/v)% methanol). For the two columns, eight kinds of As
pecies were simultaneously separated within the retention time
f 700 and 800 s, but it was difficult in separating the species of
b. In addition, the separation of TMAO and TeMA was incom-
lete with the C18 column. Compared with a C18 column, a
30 column was more suitable for being used in separating
ight kinds of As species. The subsequent investigations were
erformed with the C30 column.

.2. Simultaneous separation of As and Sb species

The above investigations show that a C30 column was proper
o separate As species. Thus, it is necessary to investigate the
omposition of eluent so as to apply to Sb species by the C30
olumn.

.2.1. Effect of concentration of chelating agent
The speciation analysis of Sb was examined by using the same

luent as that of As. As discussed above, the speciation analysis
f Sb was difficult when the eluent was utilized. Chelating agents
re often used in eluent to form complex, and make the species
f Sb retained in the C30 column. Tartaric acid [11], diammo-

ium citrate, and citric acid [12] have been reported as chelating
gents. Different from the above chelating agents, an ammonium
artrate was used in the study. The effect of the concentration of
he ammonium tartrate was investigated. The obtained results

H
p
c
t

) As(V), (�) MMAA, (�) DMAA, (�) AB, (�) TMAO, (�) TeMA, (�) AsC;

Fig. 1) show that two species of Sb were separated using the
ew eluent containing the ammonium tartrate. Moreover, with
ncreasing the concentration of the ammonium tartrate, retention
ime decreased for TeMA and AsC, but retention time increased
or TMAO. In addition, TeMA, TMAO and AsC could not be
eparated completely over a 30 mM of the ammonium tartrate.
herefore, a 20 mM of the ammonium tartrate was applied in

he subsequent experiments.

.2.2. Effect of pH
In order to simultaneously separate the species of As and Sb,

he effect of pH in eluent on retention time was investigated. As
nown, Sb(III) and Sb(V) are strongly hydrolyzed, and easily
orm precipitate. When hydrochloric acid, nitric acid and acetic
cid were used to adjust pH, precipitate occurred in the new elu-
nt. However, there was not the phenomenon when sulfuric acid
as used. Therefore, sulfuric acid was used to adjust the pH of

he new eluent. When the pH was changed in the range 2.0–8.0,
etention time for the species of As and Sb was examined in
he column. The obtained results (Fig. 2) indicate that retention
ime was smallness dependence of pH for As(III) and As(V);
ut for AB and TMAO, the effect of pH was large. In addition,
he retention time of TeMA and AsC increased with increasing
he pH, but it decreased for other species. On the other hand,
he retention time of Sb(III) was unaltered when the pH was
hanged; the retention time of Sb(V) decreased with increasing
he pH. Therefore, considering simultaneous separation for each
pecies of As and Sb and the application of real samples, pH 2.0
s adjusted for the subsequent work.

.2.3. Effect of methanol concentration
The separation of hydrophobic species is influenced by sol-

ents such as methanol, ethanol and acetonitrile in eluent with

PLC. In addition, methanol has an impact on the stability of
lasma during determination with ICP-MS. The effect of the
oncentration of methanol was investigated. Fig. 3 shows that
he retention time of inorganic species of As and Sb were not
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ig. 2. Effect of pH on retention time. As species: (©) As(III), (�) As(V), (�
b(III), (�) Sb(V). Concentration of each species: 20 ng ml−1.

nfluenced with increasing the concentration of methanol. For
he species of the organic As, retention time decreased with
ncreasing the concentration of methanol due to the effect of
ydrophobic interaction of the methanol. Therefore, the concen-
ration of methanol in the new eluent was chosen at 0.1 (v/v)%.

.2.4. Chromatograms for As and Sb species and precision
A mixed standard solution (20 ng ml−1 for each species) was

pplied under the above optimum operating conditions, and
hromatograms for the species of As and Sb were shown in
ig. 4. The results indicate that Sb(III), Sb(V) and eight kinds
f As species were simultaneously separated within 700 s.

The calibration curves for eight kinds of As species were
inear in concentration range 0.2–400 ng ml−1; The calibra-
ion curves for Sb species were linear in concentration range
.5–200 ng ml−1. Limit of detection (LOD) were about 0.2 for

s and 0.5 ng ml−1 for Sb, respectively, with a 10 �l of injec-

ion volume. The R.S.D.% were less than 2 and 3% for As
nd Sb when six replicated measurements with a sample spiked
0 ng ml−1 of each species, respectively. Due to the absence of

m
w
t
s

ig. 3. Effect of concentration of methanol. As species: (©) As(III), (�) As(V), (�)
©) Sb(III), (�) Sb(V). Concentration of each species: 20 ng ml−1.
AA, (�) DMAA, (�) AB, (�) TMAO, (�) TeMA, (�) AsC; Sb species: (©)

he proper certified reference material containing the above As
nd Sb species, the evaluation of the validation of the method
or simultaneous speciation of As, and Sb is difficult. NMIJ
RM 7901-a (Arsenobetaine solution, National Metrology Insti-

ute of Japan, Tsukuba, Japan) and NMIJ CRM 7402-a (Trace
lements, Arsenobetaine and Methylmercury in Cod Fish Tis-
ue) were used to determine the concentration of arsenobetaine.
he determined value (32.4 ± 0.5 mg kg−1) of arsenobetaine for
RM 7402-a by the present method was in good agreement with

he certified value (33.1 ± 1.5 mg kg−1).

.3. Application for real samples

The proposed method was applied to a hot spring water and
fish sample solution. The species of As and Sb in real samples
ere identified by the obtained retention time of each species in

ixed standard solution. Fig. 5 indicates that As(III) and As(V)
ere found in the hot spring water with the present method, but

he other species of As and Sb could not be detected. Fig. 6
hows that AB in the fish sample solution was found.

MMAA, (�) DMAA, (�) AB, (�) TMAO, (�) TeMA, (�) AsC; Sb species:
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Fig. 4. Chromatograms of As and Sb species by HPLC–ICP-MS. Chromatograms of As and Sb species in standard solution by separation on C30 reversed phase
column. Concentration of each species: 20 ng ml−1, flow rate: 0.75 ml min−1, sample loop size: 10 �l.

Fig. 5. Chromatograms of As and Sb species in hot spring water sample. Column: C30 reversed phase column, flow rate: 0.75 ml min−1, sample loop size: 10 �l.

F t: wat
s
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ig. 6. Chromatograms of leachability As and Sb species in fish sample. Extrac
ize: 10 �l.

The DMAA, TMAO and Sb(V) were estimated according to
ignal intensity at 420, 580 and 280 s, respectively. However,

ecause the determined values of DMAA, TMAO and Sb(V)
ere near limit of detection, poor reproducibility was found.
hose quantitative analysis results were shown in Table 2. The
roposed method can be applied to similar matrix samples.

w
e
s

able 2
nalytical results for real samples by the proposed method

As(V) As(III) DMAA

ot spring water (ng ml−1) 1.6 ± 0.3 0.4 ± 0.1 –
ish (mg kg−1) – – 0.004 ± 0.002

= 6, average ± S.D., –: not detected.
er, column: C30 reversed phase column, flow rate: 0.75 ml min−1, sample loop

. Conclusion
A method for simultaneous speciation of As and Sb species
ith HPLC–ICP-MS was established. The composition of the

luent was optimized and discussed in detail. It was possible to
imultaneously separate eight kinds of As species, Sb(III) and

AB TMAO Sb(III) Sb(V)

– – – –
18.3 ± 0.5 0.004 ± 0.002 0.010 ± 0.004
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b(V) with a C30 column using the new eluent. The proposed
ethod was applied for a hot spring water and a fish sample. In

he course of the studies, the simultaneous quantitative analysis
f As and Sb species will then be studied.
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bstract

The pentavalent inorganic arsenic (As) species [As(V)] is found to be 4% more sensitive than the trivalent species [As(III)] with inductively
oupled plasma mass spectrometry (ICP-MS) and inductively coupled plasma optical emission spectrometry (ICP-OES). Although there was
o sensitivity difference between As(III) and As(V) with atomic absorption spectrometry (AAS), electrothermal atomization atomic absorption
pectrometry (ETAAS), X-ray fluorescence (XRF), and neutron activation analysis (NAA). The calibration solutions of As(III) and As(V) were
ravimetrically prepared from the unique mother standard solution of JCSS As standard solution which is certified by Japan Calibration Service

ystem (JCSS). Since it is essential to use the calibration solutions with exactly the same concentration of As in order to accurately compare the
ensitivities between As(III) and As(V). The mechanisms of this sensitivity difference between them were investigated by ICP-MS and ICP-OES,
nd it elucidated that the formation rates of hydride polyatomic species of As were definitively different between As(III) and As(V) species in the
lasma. This phenomenon directly affected their sensitivities with ICP-MS and ICP-OES.

2007 Elsevier B.V. All rights reserved.

e poly

i
u
s
c
a
t
d
t
a
o
p
f
s

eywords: Arsenic species; Analytical sensitivity; ICP-MS; ICP-OES; Hydrid

. Introduction

Arsenic (As) is widely distributed in the natural environ-
ent such as ground water, river water, and sediment and in

rganisms such as seaweeds and fish tissues. It is well known
hat As is a toxic element [1–4]. The major chemical forms of
s are arsenite [As(III)] and arsenate [As(V)] in environment,

lthough organoarsenic species such as arsenobetaine, methy-
ated As compounds, and arsenosuger compounds are mainly
ound in organisms. Many countries set maximum permissible
oncentration values for As in drinking water and food. The
orld Health Organization (WHO) is currently conducting the

uidelines for drinking water and environmental water [5].

There are great demands to determine not only the total

oncentration of As in environment but also the concentration
f individual chemical forms of As compounds for scientific

∗ Corresponding author. Tel.: +81 29 861 6889; fax: +81 29 861 6889.
E-mail address: tomohiro-narukawa@aist.go.jp (T. Narukawa).
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atomic species

nterests as well as for implementing regulations. In partic-
lar, the speciation determination of As(III) and As(V) is
tringently required in order to measure the most toxic As
ompound, As(III), concentration in samples. Until now, many
nalytical techniques have been reported for the determina-
ion of the total concentration of As as well as the speciation
etermination of individual arsenic species [6]. The atomic spec-
rometric methods such as electrothermal atomization atomic
bsorption spectrometry (ETAAS), inductively coupled plasma
ptical emission spectrometry (ICP-OES) and inductively cou-
led plasma mass spectrometry (ICP-MS) are widely employed
or the determination of trace amount of As because of their high
ensitivity, good precision and wide availability. Furthermore,
ombinations with hydride generation (HG), gas chromatogra-
hy (GC) and/or liquid chromatography (LC) can be applied for
peciation determination of arsenic compounds.
Creed et al. reported that the As(III) response was suppressed
pproximately 20% relative to As(V) standard when they were
etermined by ICP-OES with an ultrasonic nebulizer (USN)
7]. No response deference was observed by ICP-OES with
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pneumatic nebulizer. They concluded that the response def-
rence was caused by oxidization of As(III) to As(V) during
he ultrasonic nebulization and desolvation process. Yu et al.
eported that As(V) was about 8% more sensitive than As(III)
ith ICP-OES installed even with a pneumatic nebulizer [8].
he difference in sensitivity of As in atomic spectrometric anal-
sis has been reported by other groups, too [9–12]. They also
oncluded that the phenomenon occurs in the injection and trans-
ortation systems and named it “desolvation effect”, “speciation
ffect” or “transportation effect”. Although they did not explain
he mechanism resulting in the sensitivity deference between
s(III) and As(V), they suggested that the sensitivity deference
henomenon occurred before the atomization step, that is, before
ntroduction into plasma.

The authors have studied on As analysis in environmental
nd biological samples and have also been developing analyti-
al techniques for total determination of As as well as speciation
etermination of As species [13–15]. The authors reported the
ensitivity deference between As(III) and As(V) with ICP-OES
nd ICP-MS but not with ETAAS in 1999 [16], and informed
heir excitation and ionization behaviors in plasma in 2005 [17].
he calibration solutions with the exactly correct concentrations
f both As(III) and As(V) are essential to discuss the sensitiv-
ty deference, so it is very important to prepare the standard
olutions whose oxidation state is guaranteed. The JCSS As
tandard solution, which is traceable to the national standard,
llows us to establish traceability of the As concentration in
easurement. The concentration is characterized by titrimetry,
hich is one of the primary methods. Almost all the As atoms

re in the trivalent oxidation state As(III) in JCSS standard, since

he standard solution is made from highly pure As2O3, but JCSS
oes not guarantee the oxidation state of As in their standard.
hus, the authors always validated the content level of As(V) in
CSS standard solution before use, and decided that it was low

M
m
u
m

able 1
nstrument conditions of ICP-OES, ICP-MS and GFAAS

lasma ICP-OES

onditions
Incident Rf power 1.3–1.5
Outer gas flow rate Ar 15
Intermediate gas flow rate Ar 0.2
Carrier gas flow rate Ar 0.8
Make-up or shear gas N2 18

ampling conditions
Nebulizaer Concentric (glass)
Spray chamber Cyclonic
Sample injection Peristaltic pumping

FAAS

avelength As 193.7
ump current 380
ump EDL
lit width 0.5
ry 130
yrolysis 1000
tomize 2400
hemical modifier 100 ppm Pd + 50 ppm Mg(NO3)
73 (2007) 157–165

nough not to effect the experiment. On the contrary, there is
o commercially available As(V) base standard solution. Stan-
ard solutions of As(V) have usually been prepared by using
a2HAsO4 as a source material, however, evaluation of its purity

nd moisture content has rarely been carried out. Therefore, the
uthors used the JCSS As standard solution as a unique mother
tandard solution for preparation of both As(III) and As(V) cal-
bration solutions, where As(V) standard solution was prepared
y oxidizing the JCSS standard.

In this work, mechanism of sensitivity difference between
s(III) and As(V) with ICP-OES and ICP-MS was investigated
sing the As(III) and As(V) calibration solutions prepared from
he unique mother source of the standard solution. It was eluci-
ated that the formation rates of hydride polyatomic species of
s were definitively different between As(III) and As(V) species

n the plasma. We propose a mechanism based on the oxida-
ion states of atoms of this phenomenon, and define it as “the
ncoherent Molecular Formation (IMF) effect”.

. Experiment

.1. Apparatus

An ICP-OES Optima 4300DV (Perkin-Elmer Co. Ltd., Yoko-
ama, Japan) equipped with a concentric nebulizer and a
yclonic spray chamber was used. An ICP-MS 7500c (Agilent
o. Ltd., Tokyo, Japan) and an ICP-high resolution MS Quest
lement 2 (Thermo Co. Ltd., Yokohama, Japan) equipped with
S ELAN DRC II (Perkin-Elmer Co. Ltd.) equipped with a
icromist nebulizer and a cyclonic spray chamber were also

sed. Operating conditions for ICP-OES and ICP-MS are sum-
arized in Table 1.

ICP-MS

1.3–1.5 kW
Ar 15 l min−1

Ar 0.9 l min−1

Ar 0.8 l min−1

Ar 0.4 l min−1

Micro mist (glass or PFA)
Scott or cyclonic
Peristaltic pumping natural aspirate

nm
mA

nm
◦C
◦C
◦C

2
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The hyphenated system of liquid chromatography and ICP-
S 7500c (LC–ICP-MS) was used in order to determine the

hemical species of As(III) and As(V) individually. The liq-
id chromatographic system consisted of a CAPCELL PAC
G S3 column (length 150 mm × ID 4.6 mm, Shiseido Co.

td., Tokyo, Japan), metal-free six-port injection valves (Sanuki
o. Ltd., Tokyo, Japan) with a PEEK 10 �l sample loop,
nd a MODEL325DI instrument with a CH-2-D HPLC pump
Chemco Scientific, Osaka, Japan). It was connected to the neb-
lizer of ICP-MS with PEEK tubes. A metal-free syringe with
PEEK needle (Ito Co. Ltd., Shizuoka, Japan) was used for

ample injection.
An AAnalyst800 atomic absorption spectrometer (AAS,

erkin-Elmer Co. Ltd.) equipped with an EDL lamp was used for
ame AAS. The AAS was equipped with a Transverse Heated
raphite Atomizer (THGA) to heat the graphite tube and a Zee-
an background correction system for graphite furnace AAS

GFAAS). The instrument operating parameters are also shown
n Table 1.

.2. Reagents

The Japan Calibration Service System (JCSS) As standard
olution was used as the source standard solution for the prepa-
ation of all calibration solutions. Its elemental concentration
s traceable to the national standard (SI unit) and allows us to
stablish traceability of the As concentration in measurement.
000 mg l−1 of As JCSS standard solution was purchased from
anto Chemical Industries, Ltd. It is made from highly pure
s2O3.
The mobile phase for liquid chromatography contained

0 mmol l−1 sodium butanesulfonate, 4 mmol l−1 tetramethy-
ammonium hydroxide, 4 mmol l−1 malonic acid, and 0.05%
v/v) methanol (pH 3.0).

All the acids used were of ultra-pure grade (Kanto). Ultra-
ure water purified with a Milli Q-Labo filter (Nippon Millipore,
td., Tokyo, Japan) was used throughout the experiment.

.3. Procedures

.3.1. Preparation of As(III) calibration solution
The JCSS As standard solution (As: 1005 mg l−1 ± 0.6%)

as diluted to prepare 100 mg kg−1 of the As(III) standard
olution with water. The As(III) standard solution was gravi-
etrically diluted to prepare As(III) calibration solutions with
ater, 1% HNO3 or 1% HCl.

.3.2. Preparation of As(V) calibration solution
There is no As(V) base standard solution available that is cer-

ified to the concentration of As(V). Five gram of 1005 mg l−1

CSS As standard solution [As(III)] was precisely weighed and
oured into a Teflon vessel, to which 3 g of HNO3 was added.
he vessel was placed on a hot plate (plate surface temperature:

40 ◦C) and the sample solution was evaporated to dryness. The
esulting residue was dissolved in water and made up to 50 g.
his solution was used as the 100 mg kg−1 As(V) standard solu-

ion. In addition, blank tests of the preparation procedure were

t
A
p

73 (2007) 157–165 159

erformed using pure water instead of JCSS As standard solu-
ion under the same conditions, and no As contamination was
etected. The As(V) standard solution was diluted to prepare
s(V) calibration solutions with water, 1% HNO3 or 1% HCl.

.3.3. Preparation of calibration solution for each
easurement method
The calibration solutions for ICP-OES were first prepared

rom the As(III) and As(V) standard solutions. Then, those for
CP-MS and GFAAS were prepared by further dilution.

Yttrium (Y), Re, Rh, Tl and Yb were added to the calibration
olutions for ICP-OES and ICP-MS as internal standard ele-
ents, which were monitored in order to compensate fluctuation

f the signal intensities or counts of As. For all the preparation
n this work, a gravimetric preparation method was employed.

Before the calibration solutions were used for measurements,
ll the calibration solutions were analyzed by LC–ICP-MS in
rder to confirm the oxidation states [15,18,19].

. Results and discussion

.1. The chemical forms of As and their stability in the
tandard solutions

Speciation for As(III) and As(V) in the standard solutions
ere carried out using LC–ICP-MS and the results are shown in
ig. 1. The main chemical form detected in the JCSS As stan-
ard solution was As(III), and approximately 0.5% of As(V)
as found. The amount of As(V) in JCSS standard solution is
egligibly small. Only As(V) was detected in the As(V) stan-
ard solution, which was prepared by oxidization of JCSS As
olution with HNO3. Every As(III) and As(V) calibration solu-
ion was also analyzed by LC–ICP-MS to confirm the oxidation
tates. It was found that the oxidation states of As in the calibra-
ion solutions did not change through the dilution process. The
xidation states of As in the calibration solutions are stable for
t least 2 weeks even at room temperature.

.2. Measurement of As(III) and As(V) by ICP-OES

The As(III) and As(V) calibration solutions were measured
y ICP-OES at the wavelengths of 188.98 nm and 193.70 nm.
ttrium (Y), Re, Rh, Tl, and Yb were used as internal stan-
ard elements in this measurement. The analytical results are
hown in Fig. 2. The As(V) is always more sensitive than As(III).

oreover, there is no analytical wavelength dependency for
s measurement by ICP-OES, even when the different internal

tandard elements were used.
As a result, Y was used as an internal standard element

hroughout the following experiment.

.2.1. Influence of matrix (acid of solution) on
easurement of As(III) and As(V)

The effect of the matrix (acid of solution) on the As sensi-

ivity was investigated. The calibration curves for As(III) and
s(V) were made with calibration solutions which were pre-
ared by diluting the standard solutions with water, 1%HNO3
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Fig. 1. Chemical forms of arsenic in As(III) and As(V) standard solution by

nd 1%HCl. The analytical results are shown in Fig. 3. In all
he cases, the sensitivities of As(V) were greater than those for
s(III), and sensitivity differences were approximately 4%, 3%

nd 11% for water, 1% HNO3 and 1% HCl solutions, respec-
ively. The greater effect of HCl solution is probably due to
artial As Cl3 formation [20]. When the analytical uncertainty
elated to the dilution of solutions and the measurements were
stimated, the extended uncertainty (k = 2) was 0.6% [21]. The
etermination results were compared to the concentration of
CSS standard solution, so the concentration of As(V) standard
olution was then calculated according to the calibration curves
btained with As(III) calibration solutions. As can be seen in
ig. 4, the calculated concentrations of As(V) in water solution
ere about 4% greater than that of the JCSS solution. The sen-

itivity differences between As(III) and As(V) are considerably
reater than the analytical uncertainties, thus the differences are
ignificant.

.2.2. Effect of plasma operating conditions
The plasma operating conditions such as RF power
1300–1500 W), plasma gas flow rate (10–20 l min−1) and car-
ier gas flow rate (0.3–1.0 l min−1) were varied and the signal
ntensities of As(III) and As(V) were measured. The sensitivi-
ies of As(V) are still greater than those of As(III) under all the

T
1
s

ig. 2. Calibration curves of As(III) and As(V) by ICP-OES. Wavelength 188.98 nm
h, (�) Tl, (�) Y, (�) Yb. The replicate error bars on measurements are within the p
CP-MS. Concentration of As, 20 mg kg−1; Sample injection volume, 10 �l.

onditions examined, although the observed signal intensities
hanged according to the analytical conditions. The ICP-OES
easurements were carried out through the axial and the radial

bservations of the plasma. The difference in sensitivity between
s(III) and As(V) was recorded in both cases. When the radial
bservation position was changed from 5 to 25 mm above the
oil, the sensitivity difference was measured at every setting.

The effects of sample introduction processes were investi-
ated using both a peristaltic pump and a natural aspiration
evice. In addition, Scott and cyclonic type spray chambers
ere combined with both of them. As a result, the analytical

ensitivity of As(V) is always greater than that of As(III) regard-
ess of sample introduction systems used. These experimental
esults indicated that the sample introduction system includ-
ng nebulization and transportation did not cause the sensitivity
ifference between As(III) and As(V).

.3. Measurement of As(III) and As(V) by
CP-MS/calibration curves for As(III) and As(V) solutions
Calibration curves of As(III) and As(V) are shown in Fig. 5.
he calibration solutions were prepared by using water and
%HNO3 solutions. HCl solution was not used since it causes the
evere interference of 40Ar35Cl+ on As measurement at m/z 75.

(Left) and 193.70 nm (Right). Internal standard element: (�) Non, (©) Re, (�)
lots.
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ig. 3. Effect of matrix (acid solution) on As(III) and As(V) sensitivities by ICP
. The replicate error bars on measurements are within the plots.

The As(V) solution was still approximately 4% more sen-
itive than the As(III) solution in all the cases. Analytical

ensitivity of both As(III) and As(V) by ICP-MS was inves-
igated under the various operating conditions such as RF power
1300–1500 W), plasma gas flow rate (10–20 l min−1) and car-
ier gas flow rate (0.3–1.0 l min−1) were varied. The analytical

ig. 4. Sensitivity difference between As(III) and As(V) by ICP-OES. The
esults were obtained using the diluting standard solution with water.
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. (�), (�) As(III) solution; (©), (�) As(V) solution, internal standard element

ensitivity of As(V) is always higher than that of As(III) under
very experimental condition examined, although the observed
ignal counts (CPS) changed according to the analytical condi-
ions. Moreover, the effect of the ICP-MS operation mode such
s normal conditions and non-gas mode, the types of nebulizers
including material: glass and PFA), the types of spray chambers
Scott and cyclonic types), and materials of sampling cone (Pt
nd Ni) were investigated in their various combinations. The ana-
ytical sensitivity difference between As(V) and As(III) always
emained under the all the measurement conditions examined,
lthough the observed signal counts differed according to the
nstruments used.

These observations were very similar to those observed in
CP-OES although the detection principles are quite different.
herefore, these results suggest that the analytical sensitivity
ifference between As(III) and As(V) by ICP measurements
either depends on the instrumental detection system nor on the
ample injection and transport system.

.4. Measurement of As(III) and As(V) by NAA, EDXRF

nd AAS

In order to investigate the effect of oxidation states of As
n analytical sensitivity in other spectrometry, As(III) and
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and As(V) in ICP spectrometry.

In general, the ionization rate of As atom to As+ ion in
the plasma is approximately 49% [22], therefore, all As atoms
were not ionized. The formation of polyatomic species can
ig. 5. Calibration curve of As(III) and As(V) by ICP-MS. (�), (�), (�) As(II
©) Non; (�), (�) Y; (�) (�) Rh. The replicate error bars on measurements ar

s(V) calibration solutions were measured by neutron activation
nalysis (NAA), energy dispersive X-ray fluorescent analysis
EDXRF) and AAS. The 20 mg kg−1 As(III) and As(V) stan-
ard solutions were determined by NAA and EDXRF. A drop of
he As(III) and As(V) standard solutions was placed onto a filter
aper, and they were put into polyethylene bags. Neutron irra-
iation was carried out on the prepared samples using JRR-3M
N-1 (Japan Atomic Energy Agency research reactor, Neutron
ux: 5.2 × 1017 m−2 s−1) for 20 min. After, gamma ray of 76As
559 keV) was measured using Ge semiconductor detector. For
DXRF, the standard solutions were poured into plastic vessels,
hich equipped with prolene film (Chemplex Industries Inc.,
L, USA), and the vessels were set in the EDXRF instrument
nd As spectrum was measured.

The results are shown in Table 2. The As concentrations of the
s(III) and As(V) standard solutions measured by both NAA and
DXRF were in concordance with each other within the deter-
ination error. Also, they were in good agreement with the theo-

etical values calculated by the gravimetric preparation method.
No differences in analytical sensitivities between As(III) and

s(V) have been reported for electrothermal atomic absorp-
ion spectrometry [13]. Thus, sensitivities of As(III) and As(V)
tandard solutions were measured by GFAAS and Flame AAS
FAAS). The results are shown in Fig. 6. The concentration of

s(III) and As(V) were measured again in good agreement with

ach other, and they agree with the theoretical values within the
ncertainty range of the JCSS standard solution. As a result, no
ensitivity difference between As(III) and As(V) is observed in

able 2
esults of arsenic concentration in As(III) and As(V) solution

Theorya ± uncertainty
(mg kg−1)

NAAb

(mg kg−1)
EDXRFb

(mg kg−1)

s(III) 20.42 ± 0.12 20.1 ± 1.2 20.6 ± 0.3
s(V) 20.41 ± 0.12 19.9 ± 1.2 20.5 ± 0.3

a Calculated gravimetrically prepared value.
b Mean ± S.D. (n = 6).

F
w

ution, (©), (�), (�) As(V) solution, m/z = 75. Internal standard element: (�),
in the plots.

AS measurement. Particularly in FAAS measurement which
as a similar pneumatic sample nebulization system. These
esults suggest that a sample injection and transportation sys-
em does not cause the sensitivity difference observed between
s(III) and As(V) in ICP methods.

.5. Mechanism of difference in sensitivity between As(III)
nd As(V) in ICP

The analytical sensitivities of As(III) and As(V) are signifi-
antly different, when As is measured by ICP-OES and ICP-MS.
he results suggest that neither the excitation of outer shell elec-

ron of As nor the ionization of As atom to As+ in the plasma
oes not occur to cause the sensitivity difference between As(III)
ig. 6. Sensitivity difference between As(III) and As(V) by AAS. The results
ere obtained using the diluting standard solution with water.
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Table 3
Signal intensities on the measurement by ICP-HRMS

Non gas As(III)/counts (CPS) As(V)/counts (CPS) As(V)/As(III) ratio (%)

As 506000 (91%) 527000 (94%) 104
AsH 7500 (1.3%) 0 (0%) 0
AsH3 40000 (7.2%) 30000 (5.3%) 75
AsO 420 (0.1%) 460 (0.1%) 110
AsO3 670 (0.1%) 860 (0.2%) 128
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otal counts 555000 (100%)

s: 20 ng g−1.

ffect the atomization efficiency in the plasma. Thus, a high-
esolution ICP-MS was employed to investigate the polyatomic
ons of As. The hydrogenated species (AsHx

+: x = 1–5), the oxy-
enated species (AsOx

+: x = 1–5), the As molecule (As–As),
nd the halogenated compounds [(ex) AsClx+: x = 1–5] were all
bserved along with other possible molecular compounds. The
alibration solutions diluted with water were used in the exper-
ment, and the analytical results are shown in Table 3. In this
xperiment, ionic species of As+ (m/z = 75), AsH+ (76), AsH3

+

78), AsO+ (91) and AsO3
+ (123) were measured. The signal

ounts of As+ for As(V) was 4% more than those of As(III), when
he same concentration of As calibration solutions were mea-
ured. Moreover, there were large differences in signal counts
f hydrogenated and oxygenated species between As(III) and
s(V). For the As(III) solution, rather large amounts of AsHx

+

x = 1 or 3) was recorded and its signal intensity was correspond-
ng to about 8% of the total counts. On the contrary, the signal
ounts of AsHx

+ generated from the As(V) solution was lower
han As(III), approximately 5% of the total.

The oxygenated species was also observed in the As(III)
nd As(V) calibration solutions, but their quantities were too
ow (less than 0.2% of total counts) to compare the formation
fficiency between As(III) and As(V). Their contribution to sen-

itivity difference between the As(III) and As(V) solutions is
egligible. The results indicate that As(III) and As(V) behave
n different manner in the plasma even under the same analysis
onditions.

c

d

able 4
ignal intensities on the measurement by ICP-collision-MS

As(III)/counts (CPS)

e Gas
As 15548 (93%)
AsH 641 (2%)
AsH3 9779 (38%)
AsO 12 (0%)
AsO3 28 (0%)

otal counts 16630

2 Gas
As 3210 (77%)
AsH 19 (0%)
AsH3 914 (22%)
AsO 8 (0%)
AsO3 28 (1%)

otal counts 4179
558000 (100%) 100.5

When the ion signal counts at m/z = 75 (As+), 76 (AsH+),
8 (AsH3

+), 91 (AsO+) and 123 (AsO3
+) for the As(III) and

s(V) solutions were summed up respectively, their total signal
ounts (CPS) were almost equivalent with the relative difference
f less than 1%, although the signal counts of As(V)+ was still
pproximately 4% more than those of As(III)+.

On the other hand, AsHx
+ (x = 2, 4, 5) and AsOx

+ (x = 2, 4,
) were not observed in the measurements of both As(III) and
s(V) calibration solutions, probably because the generation

nergies of H2 and O2 are low. The difference in behavior of
alogenated arsenic compounds was not observed between the
s(III) and As(V) solutions.
Thus, the differences in sensitivity between As(III) and As(V)

y ICP spectrometry arose from differences in the formation effi-
iency of As atoms and the corresponding polyatomic species
etween As(III) and As(V) in the plasma, since the emission
rom excited As atoms was measured in ICP-OES and As+

onized from As atom was monitored at m/z = 75 in ICP-MS.
e propose to call these kinds of phenomenon “the Incoherent
olecular Formation (IMF) effect” based on the oxidation states

f atoms.

.6. Measurement of As(III) and As(V) by collision/reaction

ell ICP-MS

Collision and reaction cells have widely been used for precise
etermination of arsenic by ICP-MS [23–29], since they can

As(V)/counts (CPS) As(V)/As(III) ratio, %

16997 (95%) 109%
0 (0%) 0%
8143 (32%) 83%
13 (0%) 111%
23 (0%) 84%

17848 107%

3451 (79%) 108%
7 (0%) 34%
899 (20%) 98%
8 (0%) 108%
29 (1%) 104%

4393 105%
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Table 5
Signal intensities on the measurement by ICP-DRC-MS

As(III)/Counts (CPS) As(V)/Counts (CPS) As(V)/As(III) ratio, %

CH4 Gas
As 19394 (95%) 19521 (98%) 101%
AsH 633 (3%) 100 (1%) 16%
AsH3 166 (1%) 119 (1%) 71%
AsO 142 (1%) 90 (0%) 64%
AsO3 122 (1%) 105 (1%) 86%

Total counts 20457 19934 97%

NH3 Gas
As 11610 (77%) 11851 (87%) 102%
AsH 496 (3%) 164 (1%) 33%
AsH3 1410 (9%) 455 (3%) 32%
AsO 722 (5%) 762 (6%) 106%
AsO3 927 (6%) 400 (3%) 43%

Total counts 15166 13633 90%

O2 Gas
As 8708 (14%) 9660 (18%) 111%
AsH 5859 (0%) 1942 (4%) 33%
AsH3 16104 (26%) 4905 (9%) 30%
AsO 28409 (47%) 36777 (68%) 129%
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AsO3 1913 (3%)

otal counts 60993

emove the polyatomic species interfering with As+ monitoring
t m/z = 75. Thus, the effect of the collision/reaction cells on
s(III) and As(V) measurement sensitivities was investigated
sing He, H2, NH3, CH4 and O2 as cell gases.

When He (2 ml min−1) and H2 (2 ml min−1) gases were used
s collision cell gas, As(V) was 9% and 8% more sensitive
han As(III), respectively (Table 4). When NH3 (0.6 ml min−1),
H4 (0.6 ml min−1) and O2 (0.6 ml min−1) were used as reac-

ion cell gas, As(V) was 2%, 1%, and 11% more sensitive than
s(III), respectively (Table 5). The differences in sensitivity
ere negligible when NH3 gas and CH4 gas were used as a reac-

ion gas. However, the analytical sensitivity difference between
s(III) and As(V) changed according to the gas flow rate of
H4 in the range from 0.1 to 1.0 ml min−1. When CH4 gas
ow rate was less than 0.3 ml min−1, the analytical sensitivity
f As(V) was higher than that of As(III). There was almost no
ifference (less than 1%) in sensitivity between them when the
H4 gas flow rate was from 0.3 to 0.8 ml min−1. In contrast,

he analytical sensitivity of As(III) became slightly higher than
hat of As(V) when CH4 gas flow rate was between 0.8 and
.0 ml min−1.

On the other hand, when O2 was used as reaction gas, the
ajor ionic species observed was AsO+, the amount was about

alf of the total As species ions. That is because that AsO+ was
enerated by the reaction of As and O2 in the cell. Therefore,
2 is ill suited as a reaction gas in As measurement.
Moreover, these results prove that sensitivity difference is
ot attributed to transportation efficiency and memory effect
n ICP spectrometry. Also, it is clear that reaction gases can
nhance or depress the sensitivity difference between As(III)
nd As(V).
775 (1%) 41%

54058 89%

. Conclusions

There are significant differences in analytical sensitivity
etween As(III) and As(V) with ICP-OES and ICP-MS. The
ifference is significantly greater than the uncertainty resulted
rom the sample preparation and the measurement. The sensi-
ivity difference is caused by complex formations of As atomic
nd polyatomic molecular species in the plasma. From the
bservation by a high resolution ICP-MS, it was found that the
ormation rates of AsHx

+ in the plasma are the essential factors
or the sensitivity difference between As(III) and As(V) in ICP
pectrometry. The phenomenon was named “the Incoherent

olecular Formation (IMF) effect” from the study.
Moreover, the sensitivity difference between As(III) and

s(V) can be enhanced or depressed using a reaction cell system
ith various kinds of gases.
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bstract

The concentrations of chromium (III) and (VI) in fly ash from nine Australian coal fired power stations were determined. Cr(VI) was completely
eached by extraction with 0.01 M NaOH solution and the concentration was determined by inductively coupled plasma atomic emission spec-
rometry (ICP-AES). This was confirmed by determining Cr(III) and Cr(VI) in the extracts of fly ash that had been spiked with chromium salts.
hese analytical measurements were done using a combination of ion-exchange chromatography and ICP-AES. The elutant was 0.05 M HNO3

ontaining 0.5%-CH OH. When the column was operated at a flow rate of 1.2 ml min−1 and samples were injected by use of a sample loop with
3

volume of 100 �l, Cr(III) and Cr(VI) in sample solution was exclusively separated within approximately 10 min. The detection limits (3σ) were
ng for Cr(III) (0.050 mg l−1) and 9 ng for Cr(VI) (0.090 mg l−1), respectively. A relative standard deviation of 1.9% (n = 6) was obtained for the
etermination by IC–ICP–AES of 0.25 mg l−1 Cr(III) and Cr(VI).

2007 Elsevier B.V. All rights reserved.
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. Introduction

Chromium compounds are widely distributed in nature and
re commonly used in industry. Generally, the chemical species
f naturally occurring chromium is Cr(III) although anthro-
ogenic Cr(VI) can be found in recent sediments. While Cr(III)
s essential for metabolic processes, Cr(VI) is toxic and carcino-
enic. Accordingly, the environmental concentration of Cr(VI)
r total Cr is strictly regulated. Therefore, it is important to
ot only accurately determine the amount of total Cr in envi-
onmental samples, but also the proportions of Cr(III) and
r(VI). A number of procedures for the determination of total
r as well as Cr(III) and Cr(VI) in environmental samples have
een reported. These include solvent extraction [1], coprecipi-

ation [2], activated alumina in combination with flame atomic
bsorption spectrometry [3], electrospray mass spectrometry
4], ion-exchange [5], pretreatment-flame atomic absorption

∗ Corresponding author. Tel.: +81 29 861 6889; fax: +81 29 861 6889.
E-mail address: tomohiro-narukawa@aist.go.jp (T. Narukawa).

w
[
i

T
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o

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.03.003
traction

pectrometry or electrothermal atomic absorption spectrometry
6–10]. Recently, methods that couple liquid chromatography
LC) or ion chromatography (IC) to inductively coupled atomic
mission spectrometry (ICP-AES) or inductively coupled mass
pectrometry (ICP-MS) have been reported [11–19]. The meth-
ds adopted for the disposal of fly ash from power stations and
ndustrial incinerators have environmental significance as fly ash
s a significant anthropogenic source in the environmental cir-
ulation of trace elements in nature and there have been several
tudies of trace elements (including Cr) in fly ash, coal, soil
nd related materials [20–32]. However, in many cases, the total
eached Cr is reported and not the actual concentrations of Cr(III)
nd Cr(VI). There are exceptions, fly ash has been leached with
aCl2 solution and the Cr species determined. [25,26] Leaching
ith Na2CO3–NaOH for Cr(VI) in soil samples has been used

33]. An IC–ICP–MS technique to determine Cr(III) and Cr(VI)
n fly ash has been reported [34].
In this work, Cr in fly ash was leached with 0.01 M NaOH.
he concentrations of total Cr leached were measured using ICP-
ES. As well, IC–ICP–AES was used to confirm the speciation
f the Cr present in the extracting solution.
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Table 1
Concentration of major and minor elements in fly ash samples

Sample Mean (%)

Al Ba Ca Fe Mg P Si Ti

A 12.7 0.352 0.90 6.07 0.425 0.736 24.2 0.924
B 10.8 0.065 2.14 4.83 0.605 0.065 26.2 0.493
C 12.1 0.039 0.63 1.99 0.361 0.096 28.9 0.543
D 14.0 0.077 0.81 1.14 0.595 0.042 26.5 0.984
E 13.4 0.039 0.26 0.71 0.171 0.072 28.3 0.709
F 14.7 0.119 2.74 9.09 0.887 0.376 18.8 1.030
G 10.8 0.016 0.04 0.28 0.068 0.024 31.1 0.750
H 16.4 0.023 0.98 8.40 0.600 0.023 23.2 1.140
I 14.6 0.091 0.26 1.82 0.061 0.173 27.2 0.738
NIST 1633b 15.05 0.0707 1.53 7.76 0.481 0.239 22.99 0.793
Certificatea 15.05 0.0709 1.51 7.78 0.482 0.230b 23.02 0.791

R

u
p

2

2
e

f
0
w
a
f
digest was made up to 30 ml with water. The resulting solution
was used for major, minor elements and total Cr measurements
by ICP-AES.

Table 2
Instrumental operating parameters

Specto CTROS CCD ICP-AES
Wavelength Al 167.08 nm

Ba 455.40 nm
Ca 317.93 nm
Fe 259.94 nm
Mg 279.08 nm
P 178.29 nm
Si 251.61 nm
Ti 334.94 nm
Cr 267.72 nm

RF power 1.4 kW
Carrier gas flow rate 0.85 l min−1

Plasma gas flow rate 14 l min−1

Coolant gas flow rate 1.0 l min−1

Seiko SPS4000 ICP-AES
Wavelength 283.56 nm (Cr, Ionic line)
RF power 1.3 kW
T. Narukawa et al. / T

. Experimental

.1. Reagents

High purity acids and water (Milli Q) as well as analytical
rade (or better) reagents were used throughout this study.

.1.1. Cr(III) and Cr(VI) standard solutions
There were prepared by diluting Cr(III) (1000 mg l−1,

r(NO3)3·9H2O in 2–5% HNO3, or Cr(VI) (1000 mg l−1,
NH4)2Cr2O7 in H2O.

.1.2. 0.01 M-NaOH solution for extract
0.40 g of NaOH was dissolved in 1000 ml water, and the

esulting solution was used for extraction.

.1.3. 0.05 M-HNO3/0.5%-CH3OH elution solution
This was prepared as follows: 3.46 ml of HNO3 was diluted

ith 995 ml water, and the resulting solution was degassed prior
o the addition of 5 g CH3OH to make up the solution, which
as used in the elution experiments.

.2. Apparatus

A Spectro CIROS CCD ICP-AES instrument equipped with
concentric nebulizer and a Scott chamber was used for the

etermination of major, minor elements and total Cr in the
y ash samples. A SPS 4000 ICP-AES instrument equipped
ith a concentric nebulizer and a cyclone chamber was used

or monitoring chromium signals on speciation of Cr(III) and
r(VI). A TSK gel – IC–Anion – PWXL PEEK column (diame-

er 4.6 mm × length 75 mm,), packed with anion exchange resin
−Et2Me+ groups) with a particle size of 6 �m (30 ± 3 meq l−1)
as used for separating Cr(III) and Cr(VI). The metal free six
ort injection valves combined 100 �l sample loop (PEEK tub-
ng) and MODEL325DI&CH-2-D HPLC pump were used in the
xperiments. The chromatographic system was connected to the
ebulizer with PEEK tubing. A metal free syringe with PEEK
eedle was used for sample injection.

A domestic microwave oven (maximum power 1200 W) was
sed in the sample dissolution procedure.

.3. Samples

Fly ash samples (A–I) were obtained from nine coal-fired
ower stations in Australia. The stations were in Queensland,
ew South Wales and Western Australia and all burn local
ituminous coal. The ash yields of the coals vary from less
han 10% to greater than 30%. Generally a small proportion
f the ash (0–20%) is identified as being effectively utilised;
ost is deposited in landfill or in wet ash dams [35]. The major

nd minor elements concentrations in the fly ash samples are

hown in Table 1. These were prepared using the procedure
escribed below, and the analyses completed using a Specto
IROS CCD ICP-AES. The optimized analytical conditions
re shown in Table 2. NIST–SRM 1633b (Coal Fly Ash) was
esults of acid decomposition in microwave oven.
a Certified value.
b Non-certified.

sed as the certified reference material to validate the analytical
rocedures.

.4. Procedure

.4.1. Sample preparation for measurement of major, minor
lements and total Cr

A precisely weighed 30 mg sub-sample of fly ash was trans-
erred into a polycarbonate container to which 0.50 ml of HCl,
.50 ml of HF and 0.25 ml of HNO3 were added. The container
as placed in a screw top jar in a microwave oven; the sample

nd acids were heated at 20% power for 5 min and 10% power
or 15 min to complete the decomposition. After cooling, the
Observation height 9.0 mm
Carrier gas flow rate 0.80 l min−1

Plasma gas flow rate 16 l min−1

Coolant gas flow rate 0.50 l min−1
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Table 3
Concentrations of Cr in fly ash samples

Sample Concentration of Cr (mg kg−1) %Cr(VI)

Total Cr acid decomposition Cr(VI)a alkaline leaching Cr(III)b

A 130.0 0.041 129.96 0.03
B 18.0 1.041 16.96 5.78
C 45.2 0.386 44.81 0.85
D 26.5 0.296 26.24 1.12
E 49.6 0.293 49.31 0.59
F 69.2 0.130 69.07 0.19
G 34.0 0.630 33.37 1.85
H 90.0 0.090 89.91 0.10
I 59.7 1.280 58.42 2.14
NIST 1633b 198.2 N.D 198.20 0.00
Certified Valuec 198.2 ± 4.7

a Relative standard deviation (R.S.D.) of replication measurements (n = 6): ±5%.
b Concentration of Cr(III) = total Cr − Cr(VI).
c NIST 1633b certified value.

Table 4
Leaching test on fly ash unspiked and spiked with solutions of Cr(III) and Cr(VI)

Sample pH Form of spiked Cr Concentration of
Cr (ppma)

Found Cr (mgl−1b) Concentration of Cr
in FA (mg kg−1)

Recovery of
spiked Cr (%)

A
12.08 – – 0.0051

0.04112l19 Cr(III) 0.25 0.0049 <0.05
12.58 Cr(VI) 0.25 0.2583 101

B
12.56 – – 0.1301

1.04112.37 Cr(III) 0.25 0.1349 <0.05
12.18 Cr(VI) 0.25 0.3811 100

C
12.37 – – 0.0484

0.38612.05 Cr(III) 0.25 0.0501 <0.05
12.57 Cr(VI) 0.25 0.2980 100

D
12.27 – – 0.0371

0.29612.18 Cr(III) 0.25 0.0407 <0.05
12.05 Cr(VI) 0.25 0.2881 100

E
12.14- – – 0.0367

0.29312.03 Cr(III) 0.25 0.0365 <0.05
12.15 Cr(VI) 0.25 0.2859 100

F
12.25 – – 0.0162

0.13011.81 Cr(III) 0.25 0.0158 <0.05
12.24 Cr(VI) 0.25 0.2822 106

G
12.66 – – 0.0784

0.62712.87 Cr(III) 0.25 0.0812 <0.05
12.81 Cr(VI) 0.25 0.3228 98

H
12.90 – – 0.0118

0.09012.92 Cr(III) 0.25 0.0120 <0.05
12.21 Cr(VI) 0.25 0.2593 99

I
12.32 – – 0.1598

1.28012.12 Cr(III) 0.25 0.1538 <0.05
12.19 Cr(VI) 0.25 0.4188 104

NIST
1633b

12.80 – – ND
ND12.83 Cr(III) 0.25 <0.0001 <0.05

12.84 Cr(VI) 0.25 0.2492 100

Sample weight: 5.00 g; extract volume: 40.0 ml.
a The concentration is spiked Cr(III) or Cr(VI). It was spiked as a solution. The value shows the concentration of Cr in 40 ml of extract.
b The value shows the concentration of Cr in the extract on the determination.
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.4.2. Extraction and measurement of leachable Cr
Leachable Cr in each fly ash was extracted with 0.01 M

aOH solution. A precisely weighed 5.0 g sub-sample of fly ash
as transferred to a 100 ml polycarbonate container, to which
0 ml of 0.01 M-NaOH were added. The container was placed
n a shaker (50 r.p.m) for 6 h to leach Cr(VI). After shaking,
he solution was filtered through a cellulose nitrate filter (pore
ize 0.45 �m)). Total leachable Cr in this filtered extract was
etermined by ICP-AES. Leachable Cr(III) and Cr(VI) were
etermined by IC–ICP–AES.

.4.3. Assessment of analytical validity
To assess the validity of the leaching and measurement proce-

ures, known amounts of Cr(III) and Cr(VI) in solution as well
s solid salts were added as spikes prior to leaching. The solu-
ions of Cr(III) and Cr(VI) were added to determine whether
here was evidence of any oxidation of the soluble Cr(III) to
r(VI) and also to assess the overall solubilibily of the Cr(III)

n the NaOH extractant. The use of the solid salts was to assess
he extractability of the Cr(III) and Cr(VI) compounds.

. Results and discussion

.1. Measurement of total Cr and Cr(VI) and estimation of
r(III)
The total Cr and NaOH-leachable Cr(VI) together with the
alculated Cr(III) in the fly ash samples are listed in Table 3.

The effectiveness of the leaching procedure in preferentially
eaching Cr(VI) in the presence of Cr(III) is evident in the results

I
l
m
b

able 5
eaching test on flyash unspiked and spiked with salts of Cr(III) and Cr(VI)

ample pH Form of spiked Cr Con
of C

12.84 Cr(III) 0.51
12.59 Cr(VI) 2.16

12.88 Cr(III) 0.42
12.91 Cr(V) 1.33

12.91 Cr(III) 2.22
12.03 Cr(VI) 1.27

12.88 Cr(III) 3.42
12.76 Cr(VI) 1.88

12.22 Cr(III) 2.56
12.89 Cr(VI) 1.33

12.81 Cr(III) 19.49
12.84 Cr(VI) 2.61

12.92 Cr(III) 2.53
12.01 Cr(VI) 2.61

12.09 Cr(III) 1.58
12.03 Cr(VI) 2.11

12.01 Cr(III) 1.89
12.08 Cr(VI) 1.44

ample weight: 5.00 g; extract volume: 40.0 ml.
a The concentration is spiked Cr(III) or Cr(VI). It was spiked as a powder rea
a2CrO4·4H2O, respectively. The value shows the concentration of Cr in 40 ml of ex
b The value shows the concentration of Cr in the extract on the determination.
73 (2007) 178–184 181

btained on both the samples spiked leaching solutions and those
piked with solid salts. The actual concentrations in the extracts
f solutions that were unspiked, spiked with solutions of Cr(III)
r Cr(VI) are listed in Table 4. The spiked amounts of both Cr(III)
nd Cr(VI) were equivalent to 0.25 mg l−1 in the final extract.

hen 0.01 M NaOH solution as an extract is used, Cr(VI) was
ompletely leached and the recovery of spiked Cr(VI) is 100%
t pH above 12. No leaching of Cr(III) was observed at this high
H. Also, the negligible solubility of Cr(III) in the NaOH solu-
ion suggests that there was no oxidation of Cr(III) to produce
r(VI). The obtained results from the extraction of powdered
ompounds of Cr were added to fly ash samples are shown in
able 5. When large amounts of powdered Cr(III) as Cr2O3 were
dded to the fly ash samples, the concentrations of Cr in the
xtract did not change, i.e. Cr(III) was not observed at the high
H of the extract. Conversely, when powdered Cr(VI) as chro-
ate compound is added, the recovery of Cr(VI) ranged from 94

o 106%. It needs to be pointed out that very small masses of the
hromate were added and this increases the potential error in the
etermination.

The leaching of fly ash samples with 0.01 M NaOH solu-
ion and determination of the total chromium in the extract
as been shown to give a reliable estimate of Cr(VI). Assum-
ng that the Cr(VI) is totally soluble, the proportion of Cr(VI)
nd Cr(III) in the fly ash can also be estimated. How-
ver, the results from the ICP-AES are for total soluble Cr.

t is an assumption that the soluble species in the NaOH
eachate is Cr(VI). This assumption was tested by deter-

ining the species of Cr in solution by IC–ICP–AES (see
elow).

centration
r (ppma)

Found Cr (mgl−1b) Recovery of
spiked Cr (%)

32 0.0019 <0.05
62 2.1759 100

88 0.0519 <0.05
30 1.3830 94

37 0.0191 <0.05
75 1.2990 98

10 0.0149 <0.05
85 1.8754 97

58 0.0148 <0.05
30 1.3426 98

98 0.0067 <0.05
06 2.6461 101

125 0.0926 <0.05
06 2.6906 100

20 0.0124 <0.05
08 2.1202 100

60 0.1477 <0.05
42 1.6001 100

gent. Used chemical forms of powdered Cr(III) and Cr(VI) are Cr2O3 and
tract.
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Fig. 1. Retention of Cr(III) and Cr(VI) with varying concentrations of HNO3
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5 min and complete separation was achieved As column life is
shortened by strong acids, slightly weaker 0.05 M-HNO3 solu-
tion was employed for the elution. However, it was found that
if HNO3 alone was used, the separation efficiency and retention
82 T. Narukawa et al. / T

.2. Optimisation of IC–ICP–AES procedure for
etermination of Cr(III) and Cr(VI)

A speciation method using IC–ICP–AES was developed
o confirm the species of Cr present in the NaOH extracting
olution. Operating parameters on ICP-AES instruments are
enerally optimised to obtain a maximium signal/background
atio. But, in this work, the strongest Cr signal was sought, as the
arget element was separated from matrix elements with the IC
olumn and no spectral interference was possible. The effect of
avelength on 0.25 mg l−1 Cr(III) and Cr(VI) solution was stud-

ed when the other parameters were held constant. The results
ndicate the largest absolute emission intensity was observed at
83.56 nm (ionic line) and the highest S/B ratio was observed
t 205.56 nm (ionic line), therefore, we selected 283.56 nm for
r analysis. As well, the effect of emission intensity on the
ther parameters were studied when the wavelength was set at
83.56 nm and the carrier gas flow rate was varied from 0.5 to
.2 l min−1, the RF power was varied from 0.8 to 1.5 kW and
he observation height was varied from 0 to 30 mm (above coil).
he optimized operating parameters with the results obtained
re shown Table 2. In this work, the signal intensity varied with
he elution of the Cr species from the chromatograph. There-
ore, measurement of Cr required estimation of peak area of
he Cr spectrum. The detection limits (3σ) were 5 ng for Cr(III)
0.050 mg l−1: 100 �l loop) and 9 ng for Cr(VI) (0.090 mg l−1:
00 �l loop), respectively. The relative standard deviations using
.25 mg l−1 (100 �l loop) of Cr(III) and Cr(VI) using the opti-
ized IC–ICP–AES were 1.9% (n = 6).
Calibration curves were obtained using 0.01 M-NaOH solu-

ion containing Cr(III) and Cr(VI). The results indicate that the
alibration curves were linear up to 1 �g for both Cr(III) and
r(VI) (10 mg l−1: 100 �l loop). The slopes of the two calibra-

ion curves of Cr(III) and Cr(VI) differ as a consequence of the
ifferent peak shapes of the eluted Cr(III) and Cr(VI). Thus,
ndividual calibration curves are necessary and were prepared
or the Cr(III) and Cr(VI).

The choice of column and chromatograph are based on the
ollowing considerations. The column must be used with an elute
t lower pH values because Cr(III) was not removed from a
olumn at the higher pH. The aim was to retain Cr(VI) on the
olumn and retard its elution. As Cr(III) and Cr(VI) exist as
ation and anion, respectively in solution, these species can be
elatively easily separated with chromatography. However, care
ust be taken to prevent the oxidation of Cr(III) or the reduction

f Cr(VI) during the elution. In this work, a TSK gel – IC–Anion
PWXL PEEK column was employed. With this anion column,
r(III) is not significantly retained, however Cr(VI) is effectively

etained and can be accurately determined.
The most important factor for optimization of the analysis is

he value of pH and the composition of the eluent. The optimisa-
ion of the eluent was investigated using several solutions: HNO3
olution, HCl solution, phosphoric system buffer and oxalic acid

ystem buffer. The results indicate that HNO3 solution was the
ost effective. The efficiency of separation and the retention

imes of Cr(III) and Cr(VI) were determined with various con-
entrations from 0.01 to 1.0 M HNO3 as the elution. Fig. 1 shows

F
0
C
l

n the elution. (A) 0.01 M-HNO3; (B) 0.05 M-HNO3; (C) 0.10 M-HNO3; (D)
.50 M-HNO3; (E) 1.0 M-HNO3. Flow rate 1.2 ml min−1, concentration of
r(III) and Cr(VI) 0.25 mg l−1, sample loop 100 �l.

he results. When 0.01 M-HNO3 solution was used, the reten-
ion time of Cr(VI) was approximately 30 min, and a broad peak
as obtained. Conversely, when 1.0 M-HNO3 solution was used,

etention time was approximately 3 min; however, the peaks of
r(III) and Cr(VI) were not separated perfectly. When 0.10 M-
NO3 solution was used as elution, the retention time was about
ig. 2. Speciation of leachability Cr from fly ash by using IC–ICP–AES. (I)
.01 M NaOH solution; (II) 0.01 M NaOH solution containing 0.25 mg l−1

r(VI). Elution 0.05 M HNO3/0.5% CH3OH, Flow rate 1.2 ml min−1, sample
oop 100 �l, fly ash sample 5 g, extract 40 ml.
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Table 6
Concentrations and speciation of Cr in fly ash samples

Sample pH Found (mg−1a) Leachable Cr in ash (mg kg−1) Leachable Cr % of totalb

Cr(III) Cr(VI) Cr(III) Cr(VI)

A 12.0 ND 0.0053 0.000 0.042 0.03
B 12.4 ND 0.1323 0.000 1.058 5.88
C 12.0 ND 0.0485 0.000 0.388 0.86
D 12.9 ND 0.0368 0.000 0.294 1.11
E 12.2 ND 0.0368 0.000 0.294 0.59
F 12.7 ND 0.0169 0.000 0.135 0.20
G 12.0 ND 0.0760 0.000 0.608 1.79
H 12.8 ND 0.0126 0.000 0.101 0.11
I 12.9 ND 0.1580 0.000 1.264 2.12
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amples weight 5.00 g.
a Relative standard deviation (R.S.D.) of replication measurements (n = 6): ±
b (Cr(III) + Cr(VI)/total Cr) × 100, ND: not detected. Note: leachable Cr is Cr

ime decreased over time due to a decrease in the anion exchange
unction of the column. This was corrected by the addition of
H3OH to 0.5% in the eluent. In the metal free chromatographic

ystem, there was no evidence of any contamination with Cr.

.3. Speciation of leachable Cr in fly ash samples

The results of the determination by IC–ICP–AES of Cr
pecies leached from the fly ash samples are given in Table 6.
hese results are in good agreement with the results obtained
y ICP-AES (Table 3). When 0.01 M NaOH was used for the
xtraction of Cr in fly ash samples, there was no evidence of
r(III) present in the chromatograms (Fig. 2).

. Conclusions

A speciation method of Cr was developed using
C–ICP–AES. The procedure is very useful for the determination
f Cr(III) and Cr(VI) in fly ash. Importantly, the results confirm
hat it is possible to determine the concentration of Cr(VI) in fly
sh by simply using a NaOH-leach/ICP-AES method. This latter
echnique offers a very simple procedure for the determination
f the environmentally important Cr(VI) in a material, which is
idely disposed of in landfills, worldwide. Based on the analysis
f the nine fly ash samples from power stations burning bitumi-
ous coals from Queensland, New South Wales and Western
ustralia, it is apparent that the concentration of the Cr(VI) in
ustralian fly ash is generally very low and the soluble Cr(VI)

s unlikely to pose an environmental or health risk when the ash
s utilised (e.g. in the manufacture of concrete or disposed of
n landfill or ash dams. The very low proportion of the total Cr
ccurring as soluble Cr(VI) in fly ash from Australian coal is
onsistent with the findings of others [36].
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bstract

For the fast morphine monitoring in flow injection systems a highly sensitive method is being introduced in this work. The fast Fourier
ransformation with continuous cyclic voltammetry (FFTCV) in a flowing solution as a detection system was applied for the prompt mor-
hine monitoring. Here it should be stressed that this technique is simple, precise, accurate, time saving and economical. This research
ncludes the observation of the effects of various parameters on the sensitivity of the detection system. Eventually, it was concluded that the
est condition was obtained within the pH value of 2, scan rate value of 40 V s−1, accumulation potential of 400 mV and accumulation time
f 0.6 s.

In detail, the noteworthy advantages which this method illustrates in comparison with other reported methods are the following; no necessity
or the oxygen removal from the test solution, a sub-nano molar detection limit and the fast determination of any such compound in a wide variety

f chromatographic methods.

The method proved to be linear over the concentration range of 285–305,300 pg mL−1 (r = 0.999) with a detection limit and a quantitation limit
f 95.5 and 285 pg mL−1, respectively. Consequently, the method illustrates the requisite accuracy, sensitivity, precision and selectivity to assay
orphine in its tablets and biological fluids.
2007 Published by Elsevier B.V.
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. Introduction

Morphine, a well-known potent narcotic analgesic and the
ctive metabolite derived from heroin (3,6-diacecylmorphine),
as been reported to influence various immune functions. In fact,
orphine is an alkaloid and a common drug often offered to

atients for pain relief from surgical procedure or carcinomato-
is. Morphine (MOR) is a �-opioid agonist traditionally used

or the treatment of moderate or severe pain [1]. It is extensively
etabolized to its morphine-3-gluc-uronide (M3G), with nor-
orphine (NM) and morphine-6-glucuronide (M6G) as minor

∗ Corresponding author. Tel.: +98 21 61112788.
E-mail address: norouzi@khayam.ut.ac.ir (P. Norouzi).
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039-9140/$ – see front matter © 2007 Published by Elsevier B.V.
oi:10.1016/j.talanta.2007.02.029
Ultra microelectrode

etabolites, irrespective of the species or administration route
2–4].

Different methods have been developed for the detection
nd determination of opiate derivatives, including GC–MS
5–7], high performance liquid chromatography (HPLC) [8–11],
hemiluminescence [12,13], direct fluorimetric [14], capil-
ary electrophoresis [15,16] and ion mobility spectrometry
IMS) [17,18] and electrochemical methods [19]. Ion mobil-
ty spectrometry is a well-known technique, which offers low
etection limit, fast response, simplicity and portability. Gas
hromatography–mass spectrometry (GC–MS) is still the most

idely used reference method but liquid chromatography cou-
led with single-stage or tandem mass spectrometry (LC–MS,
C–MS–MS) is becoming increasingly important for the identi-
cation and quantification of the analytes [20–23], especially for
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2.3. Background electrolyte (BGE)

The running buffer or BGE was made by phosphoric acid
(85%, w/v) with the addition of 8.7 mL into a 1000 mL volumet-
P. Norouzi et al. / T

he more polar, thermo labile or low-dosed drugs, as indicated
y Maurer [24].

Regarding the pharmacokinetic studies, various assay meth-
ds have been developed. Radio-immunoassay methods [25]
resent high sensitivity but, at the same time, they may demon-
trate low specificity owing to the cross-reactivity among
orphine, M-3-G and M-6-G. Furthermore, high perfor-
ance liquid chromatography methods are vastly applied and

llow simultaneous analysis of morphine and its glucuronides,
etected by ultraviolet (UV) detection [26–29], fluorescence
FL) detection [30,31], combined electrochemical detection
ECD)–UV detection [32–34] and combined ECD–FL detec-
ion [35,36]. Nevertheless, UV and FL detection were not
ensitive enough for morphine and its glucuronides in biolog-
cal samples. Therefore, these compounds could be precisely
etected by ECD. However, combined chromatographic ECD
onsumes long time to determine. Finally, mass spectromet-
ic methods [37–41] have achieved the desired sensitivity and
electivity.

As far as voltammetric techniques are considered, they are
enerally rapid and economical in the determination of some
rganic and inorganic compounds in aqueous systems with a
ensitivity range of parts-per-billion. Indeed, because of the
elective detector, voltammetric techniques are useful for the
amples. In addition, owing to the movement of the analyte zone
n an electrochemical flow cell for flowing solutions, the appli-
ation of these techniques requires fast analyte accumulation
nd fast potential sweeping (which is not appropriate for large
lectrodes) [42,43]. The use of voltammetric techniques have
een further stimulated by the advent of UMEs, due to their
teady state currents, higher sensitivity, increased mass transport
nd their ability to be used in electroanalysis in solutions with
igh resistance [44,45]. UMEs, for instance, have been applied
s sensors in various techniques such as flow injection analy-
is [46–47], cardiovascular monitoring and organic compounds
nalysis [48,49]. Here, this research describes a new electro-
hemical method, based on FIA and FFT Cyclic voltammetry,
or the determination of morphine.

The instrumentation that we used in the previously reported
apers was not able to determine this drug at this LOD level. For
his work, we used the highly developed version of an old elec-
rochemical system (the computer program is more advanced in
he algorithm for integration and filtering). As a consequence,
he noise level was less, resulting in a better S/N. Fortunately;
t was feasible to determine morphine at a detection limit lower
han those of other reported methods.

Furthermore, it should be noted that this novel electrochemi-
al method has many advantages over the classical methods. For
xample, one of its most important abilities is the monitoring of
everal surface active compounds in a very short time. It means
hat 60 samples per hour can be determined. Currently, we are
rying to explore its capability in new areas for the determina-
ion of significant compounds, which cannot be measured at very

ow concentrations by other methods. For instance, the method
an be used in the indirect mode for the detection and deter-
ination of components of electroactive and non-electroactive

ubstances.
Fig. 1. Diagram of the flow injection setup.

. Experimental

.1. Flow injection setup

A 10-roller peristaltic pump (UltrateckLabs Co., Iran) and
four-way injection valve (Supelco Rheodyne Model 5020)
ith a 50-�L sample injection loop consisted of the necessary

quipment for the flow injection analysis. The schematic of flow
njection setup has shown in Fig. 1. Flow rate of the pump was
et at 3 mL min−1 during an experimental run. The solutions
ere introduced into the sample loop by a plastic syringe. After,
pening the loop in the way of eluent flow, the sample can pass
ver the working electrode. The potentiostate applies a potential
n the range of gold oxidation in acidic media (Eq. (1)) and the
otential waveform was shown in Fig. 3. The special program
n computer can monitor the cyclic voltammograms online and
very change on current or charge will be shown in program.
n Fig. 2, the electrochemical cell of the flow injection analysis
as shown in detail.

.2. Reagents

For the experimental part of the research, the analytical grade
eagents and the reagents for the preparation of the eluent solu-
ion for the flow injection analysis (0.05 mol L−1 H3PO4) and
mol L−1 NaOH (for the pH eluent adjustment), were obtained

rom the Merck Chemicals. The Drug Quality Control Cen-
er (Tehran, Iran) provided morphine kindly as a gift. Also,

orphine tablets with a label of 15 mg morphine sulfate were
urchased from a local pharmacy.

All solutions were prepared in doubly distilled deionized
ater, filled with the background electrolyte solution and they
ere used without the removal of the dissolved oxygen.
Fig. 2. Diagram of the electrochemical cell.
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However, during the scan, some of the adsorbed analyte
molecules are desorbed. Depending on the rate of those pro-
cesses and the scan rate, the amount of the desorption analyte
molecules (during the scan) can be changed. The important point
6 P. Norouzi et al. / T

ic flask and dilution to a constant volume with distilled water.
he pH was adjusted to the value of 2 with sodium hydrox-

de. The solutions were freshly prepared and filtered, using a
illipore filter (0.45 �m) each day.

.3.1. Standards and sample solutions
For the preparation of the standard stock solutions, a mor-

hine standard stock solution (1 mg mL−1) was made by distilled
ater. This solution was light-protected using foil and stored at
◦C for 5 days. It was found to be stable during this period.

Also, for the preparation of the standard solutions for FIA,
liquots of the standard stock morphine solution were dis-
ensed into 10 mL volumetric flasks. These flasks were filled
p with the running buffer to give final concentrations range of
285–305,300 pg mL−1).

.3.2. Assay of sample preparation
Twenty tablets were weighed, finely powdered and portions

quivalent to 15 mg morphine were transferred into a 100 mL
olumetric flask; 50 mL of distilled water were added, shaken
horoughly to dissolve, filled up and mixed well. Suitable solu-
ion aliquots were filtered through a Millipore filter (0.45 �m).
ne milliliter of the filtered solution was diluted with distilled
ater in a 100 mL volumetric flask. Then, 1 mL of the resulting

olution was added to a 100 mL volumetric flask and filled up
ith 0.05 M phosphoric acid, reaching an initial concentration
f (15,000 pg mL−1).

.3.3. Sample preparation of human urine and plasma
Drug free human plasma was obtained from the Iranian blood

ransfusion service (Tehran, Iran) and stored at (−20 ◦C), until its
se after gentle thawing. Urine was also collected from healthy
olunteers (males, around 35 years old).

For the determination of morphine in human urine, 1 mL of
ntreated urine containing 6 ng mL−1 morphine was placed into
20 mL volumetric flask and diluted with a pH 2 buffer solu-

ion to the mark. Then, 50 �L of the aliquot were injected into
he FIA system. For the determination of morphine in plasma,
00 �L of aqueous morphine solutions (1 ng mL−1) were added
o 100 �L of untreated plasma. The mixture was vortexed for
0 s. In order to precipitate the plasma proteins, the plasma sam-
les were treated with 20 �L of perchloric acid HClO4 20%.
fter that, the mixture was vortexed for further 30 s and then

entrifuged at 6000 rpm for 5 min. Eventually, 50 �L aliquot of
he obtained supernatant were injected into the FIA system. The
oltammograms were recorded according to the above recom-
ended procedure. The voltammograms of the samples without
orphine did not show any signal that could interfere with the

irect determination. Therefore, external calibration could be
sed.

.4. Electrode preparation
The construction of the gold UMEs (12.5 �m in radius)
nvolved the metal micro-wires (Good fellow Metals Ltd., UK)
ealing into a soft glass capillary. Then, the capillary was cut
erpendicularly to its length to expose the wire. Silver epoxy
73 (2007) 54–61

Johnson Matthey Ltd., UK) was used for the electrical con-
acts. Previous to the initiation of any experiment, the electrode
urface was polished for 1 min using extra fine carborundum
aper and, afterwards, for 10 min with 0.3 �m alumina. Prior to
eing placed in the cell, the electrode was washed with water.
n all measurements, an Ag (s)|AgCl (s)|KCl (aq, 1 mol L−1)
eference electrode was used. The auxiliary electrode was made
f a Pt wire, 1 cm in length and 0.5 mm in diameter.

. Results and discussions

.1. Data acquisition and processing

For the data acquisition, a setup of a PC PIV Pentium
00 MHz microcomputer, equipped with a data acquisition
oard (PCL-818HG, Advantech. Co.) and a custom made poten-
iostat, was used. All data acquisition and data processing
rograms were developed in Delphi 6® program environment. In
ig. 3, the applied waveform potential diagram during the cyclic
oltammetric measurements is shown. The potential waveform
onsists of three parts; (a) Potential steps, Ec1 and Ec2 (which
re used for the oxidation and reduction of the electrode surface,
espectively), during which the electrochemical cleaning of the
lectrode surface takes place, (b) Ec, where the analyte accumu-
ation takes place and (c) the potential ramp, where the current

easurements occur.
In this method, the signal calculation is measured by the inte-

ration of the net current changes over the scanned potential
ange. It must be noted that, in this case, the current changes
result of the injected analyte) at the voltammogram can be
aused by various processes, which happen on the electrode
urface. Those processes include: (a) oxidation and reduction of
he adsorbed analyte and (b) oxidation and reduction inhibition
f the electrode surface by the adsorbed analyte. Indeed, in order
o observe the influence of the adsorbed analyte on the oxidation
nd reduction peaks of the gold surface, the scan rate must be
et at high rates (e.g. >20 V s−1).
Fig. 3. The diagram of the applied potential waveform.
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Fig. 4. (a) Cyclic voltammogram at a 12.5 �m Au ultramicroelectrode recorded
during a flow injection experiment. The eluent was 0.05 M H3PO4, the flow
rate was 100 �L s−1 and the sweep rate was 40 V s−1. Each scan was preceded
by 100 ms (at 1600 mV) and 100 ms (at 300 mV) conditioning, respectively.
The accumulation time was 400 ms at 300 mV. The injected solution (50 �L)
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ere is that part of the adsorbed analyte molecules still remain
n the electrode surface, inhibiting the red/ox process of the
lectrode surface. In this technique, �Q is calculated according
ith the all current changes at the CVs [50–54]. Nonetheless, the

electivity and sensitivity of the analyte response, expressed in
erms of �Q, strongly depends on the selection of the integration
imits.

One of the considerable aspects of this method is the appli-
ation of a special digital filtration, which is applied during the
easurement. At first, an electrode CV was recorded and then

y applying FFT on the collected data, the existing high fre-
uency noises were indicated. With the aid of this information,
he cutoff frequency of the analog filter was set at a certain value
where the noises were removed from the CV).

Since the crystal structure of a polycrystalline gold elec-
rode is greatly affected by the condition of the applied potential
aveform [45], different potential waveforms were examined

n order to obtain a reproducible electrode surface (or a stable
ackground signal). In fact, the application of cyclic voltam-
etry for the determination of electroactive compounds mainly

aces low stability of the background signal, due to the changes
aking place in the surface crystal structure during the oxi-
ation and reduction of the electrode in each potential cycle.
fter the examination of various potential waveforms, the
est potential waveform, providing a stable background dur-
ng the measurement, was the waveform depicted in Fig. 2.
s mentioned above, the potential waveform was continuously

pplied during an experiment run where the collected data
ere filtered by the FFT method before their use in the signal

alculation.
The electrochemical oxidation process of the gold surface

tarts with the hydroxyl ion electrosorption, which at more pos-
tive potentials results in the gold oxide formation, undergoing
tructural rearrangement [55]. Also, the surface oxidation can be
nitiated by the water molecule adsorption and, at a more pos-
tive potential, AuOH is formed leading to a two-dimensional
hase formation of the gold oxide;

Au + 3H2O → Au2O3 + 6e + 6H+ (1)

n example of the recorded CVs is demonstrated in Fig. 4 (a and
). Fig. 3a shows a CV sequence recorded during the flow analy-
is for the drug determination. The injection volume was 50 �L
f (5.0 × 10−6 mol L−1) morphine (in 0.05 mol L−1 H3PO4)
nto the eluent solution, containing 0.05 mol L−1 H3PO4. The
ime axis of the graph represents the time of the flow injection
xperiment. In the absence of morphine, the shape of the CV
urves is typical for a polycrystalline gold electrode in acidic
edia [56]. Fig. 4b illustrates the absolute current changes in

he CVs curves, after subtracting the average background of
CVs (in the absence of the analyte). Evidently, this way of

resenting the electrode response gives more details about the
dsorbed ion effect on the CV currents. As a matter of fact, the

urves show that the current changes mainly take place at the
otential regions of the oxidation and reduction of gold. When
he electrode-solution interface is exposed to morphine, which
an be adsorbed on the electrode, the oxide formation process

o
e
a
o

ontained 50 × 10−6 mol L−1 morphine in 0.05 M H3PO4. (b) Curves result
rom the subtraction of the CVs average (in the absence of the analyte) from the
est of the CVs in (a).

ecomes severely inhibited. In detail, the surface process inhi-
ition causes significant change in the currents at the potential
egion and, as a consequence, the profound changes in the shape
f the CVs take place. In chromatographic analysis, where a mix-
ure of compounds presents in the sample, the universality of the
etector is beneficial.

Theoretically, the analyte response can be affected by the
hermodynamic and kinetic parameters of adsorption, the mass
ransport rate and the electrochemical behavior of the adsorbed
pecies. The free energy and the adsorption rate depend on the
lectrode potential, the electrode material and, to some extent,

n the choice of the concentration and the type of the supporting
lectrolyte. By taking these points into consideration, for the
chievement of the detector maximum performance, the effect
f the experimental parameters (such as the pH of the supporting
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lectrolyte, the potential, the accumulation time and the potential
can rate) must be examined and optimized [57–63].

.2. Experimental parameter optimization

The pH effect of the eluent on the detector performance was
xamined additionally. The corresponding results were shown
hat the best S/N ratio was obtained between the pH values of
–3. Moreover, it is illustrated that, at pH values higher than 9,
he noise level in the baseline (�Q versus Time), is higher up to
2%, compared with that of the acidic solution.

Also, for the investigation of the scan rates influence and
he eluent flow rate on the sensitivity of the detector response,
olutions having a concentration of (2.0 × 10−7 mol L−1) in
orphine were injected. At different scan rates (from 10 to

00 V s−1) and eluent flow, the detector responses to the injected
ample were recorded. These results are presented in Fig. 5. As it
s clear from Fig. 5, the detector exhibits the maximum sensitiv-
ty at the scan rate of (40 V s−1) and flow rate of (3 mL min−1).
he sweep rate effects on the detection performance can be
onsidered in three different aspects: firstly, speed in data acqui-
ition; secondly, kinetic factors of the morphine adsorption and,
nally, the eluent flow rate which controls the time window of the
olution zone in the detector. The main reason for the application
f high scan rates is the desorption prevention of the adsorbed
orphine during the potential scanning (because under this con-

ition, the inhibition outcome of the adsorbed morphine on the
xidation process can take place).

It is a fact that the employment of high scan rates is required
or the use of this detection method in conjunction with fast sep-
ration techniques such as capillary electrophoresis. From this
oint of view, it is necessary to check how the method sensi-

ivity is affected by the sweep rate. Therefore, high sweep rates

ust be employed to detect the amount of the adsorbed analyte
n the electrode surface, so that the potential scanning step is
hort in comparison with the accumulation period. An impor-

ig. 5. The effect of the sweep rate on the response of the Au electrode (with a
adius of 12.5 �m) to injections of 2.0 × 10−7 mol L−1 in 0.05 mol L−1 H3PO4

nd the effect of the flow rate.
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ig. 6. The effect of the accumulation potential and the effect of the accumula-
ion time on the electrode response to injections of 2.0 × 10−7 mol L−1 morphine
n 0.05 mol L−1 H3PO4.

ant point to be taken into consideration is the time when the
orphine accumulation occurs at a potential that is greater or

maller than Ei, However, the sensitivity of the detection system
ainly depends on the potential sweep rate, mostly because of

he adsorption kinetic factors and the instrumental limitations.
Notably, any changes in the parameters, related to the adsorp-

ion process and affecting the applied potential, the time and the
otential of accumulation, severely influence the sensitivity of
he measurement. For that reason, the influence of the accu-

ulation potential and time on the response of the method for
he injection of a solution of (2.0 × 10−7 mol L−1) morphine,
n 0.05 mol L−1 H3PO4, was studied. Fig. 6 shows the detector
esponse over the accumulation potential ranges from (−300 to
00 mV) and the accumulation time range from (0.05 to 1.0 s).
rom this figure derives the conclusion that the optimum condi-

ions to be chosen are accumulation potential of (400 mV) and
ccumulation time of (600 ms), on the grounds that the elec-
rode surface becomes morphine saturated within a (600 ms)
ime window.

On the electrode, the morphine accumulation takes place
uring the accumulation step (assuming that an appropriate
otential is selected). In fact, the difference in the saturation
ime of the various compounds can be related to the existing
ifferences in their kinetics of the electron transfer and mass
ransport. As mentioned above, the surface of the gold ultra

icroelectrode is small and in a short time the electrode surface
an be saturated.

.3. Validation

The method was validated in terms of linearity, limit of quan-

itation (LOQ), limit of detection (LOD), precision, accuracy,
uggedness/robustness, recovery and selectivity [64–67].

The linearity was evaluated by linear regression analysis,
hich was calculated by the least square regression method
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Table 1
Influence of the changes in the experimental conditions on the performance of
the FIA system

Parameter Modification Morphine (% recovery)

pH 1.8 101.5
2 100.8
2.3 101.2
3.0 100.4

Flow rate (mL min−1) 2.8 101.6
3.0 101.3
3.2 99.9

Buffer composition (M) 0.04 99.8
0.05 100.5
0.06 101.4

Laboratory temperature (◦C) 20 100.4
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ig. 7. Calibration curves obtained for morphine on the Au electrode in
.05 mol L−1 H3PO4.

68,69]. The calibration curves, constructed for morphine, were
inear over the concentration range of (285–305,300 pg mL−1).
he peak areas of morphine were plotted versus its concen-

ration and, then, linear regression analysis was carried out on
he resultant curve. After this analysis, a correlation coefficient
f R = 0.999 and %R.S.D. values, ranging from 0.18 to 3.85%
cross the studied concentration range, were obtained. Typically,
he regression equation for the calibration curve was found to
e Y = 10.204X + 22.08. Fig. 7 depicts the calibration graph that
esulted from the monitoring of morphine in a 0.05 mol L−1

3PO4.
Concerning the LOD value, it was measured as the lowest

nalyte amount that may be detected to produce a response,
hich is significantly different from that of a blank one. The

imit of detection was approved by calculations, based on the
tandard deviation of the response (δ) and the slope (S) of the
alibration curve, at the levels approaching the limits according
o the equation LOD = 3.3 (δ/S) [70]. The LOD for morphine
as found to be (95.5 pg mL−1).
On the other hand, the LOQ was measured as the lowest

nalyte amount that can be reproducibly quantified above the
aseline noise, for which triplicated injections resulted in an
.S.D. ≤1.49%. A practical LOQ, giving a good precision and
cceptable accuracy, was equivalent to (285 pg mL−1).

The precision of the assay was investigated with respect
o both repeatability and reproducibility. The repeatability was
nvestigated by injecting nine replicate samples of each of the
285, 10,000 and 305,300 pg mL−1) standards, where the mean
oncentrations were found to be (293, 10,134 and 304,296)
ith associated %R.S.D. values of 3.84, 1.11 and 0.34, respec-

ively. Additionally, the inter-day precision was assessed by
njecting the same three concentrations over 3 consecutive days,
esulting in mean morphine concentrations of (297, 10,137 and
04,293 pg mL−1) and associated %R.S.D. of 3.65, 2.31 and
.13%, respectively.
Regarding the accuracy of the assay, it was determined
y the interpolation of replicate (n = 6) peak areas of three
ccuracy standards (285, 10,000 and 305,300 pg mL−1) from
calibration curve prepared as previously described. In each

t
k
9

25 99.6
30 100.2

ase, the relevant error percentage and the accuracy was calcu-
ated. The resultant concentrations were (296 ± 11.12 pg mL−1),
10,130 ± 165 pg mL−1) and (304,300 ± 987 pg mL−1) with
elevant error percentage of 3.83, 1.34 and 0.3%, respectively.

The ruggedness of the method was calculated by the com-
arison of the intra- and inter-day assay results for morphine
ndertaken by two analysts. The %R.S.D. values for intra- and
nter-day assays of morphine in the cited formulations, per-
ormed in the same laboratory by the two analysts, did not exceed
%; thus, indicating the ruggedness of the method. Also, the
obustness of the method was investigated under a variety of
onditions such as small changes in the pH of the eluent, in the
ow rate, in the buffer composition and in the laboratory temper-
ture [71]. As it can be seen in Table 1, the morphine recovery
ercentages were good under most conditions, not demonstrat-
ng any significant change when the critical parameters were

odified.
A known amount of morphine standard powder was added

o the samples of the tablets, which was then extracted, diluted
nd analyzed as previously described. The final nominal con-
entration of morphine was found to be (15996.3 pg mL−1). The
xamination was repeated (n = 9) for 3 consecutive days to obtain
ntermediate precision data. The resultant %R.S.D. value for this
tudy was found to be 2.13% with a corresponding recovery
ercentage value of 99.97%.

The method selectivity was checked by the monitoring of the
orphine standard solutions in the presence of the formulation

omponents. The responses were not different from that obtained
n the calibration. Hence, the determination of morphine in this
ormulation was considered to be free from component formu-
ation.

.4. Assay of tablets
The developed method in the present study was applied for
he determination of morphine in tablets from the Iranian mar-
et. The respective results illustrated a recovery percentage of
9.93% and an R.S.D. value of 1.37%.
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Table 2
Application of the proposed method to the determination of morphine in spiked
human plasma and urine

Added (ng mL−1) Interpolated concentration R.S.D. (%) R.E. (%)

1 (Plasma) 0.96 ± 0.03 3.13 4.05
6 (Urine) 5.82 ± 0.13 2.20 3.10

Data obtained from five replicates at each concentration. Interpolated concen-
tration data expressed as mean ± S.D.

Table 3
Comparison between the detection limit of the proposed method with those of
other reported methods

Method DL Reference no.

Ion mobility spectrometry 5.6 × 10−11 g [17,18]
HPLC/UV 0.003 nmol mL−1 [9]
LC (direct fluorimetric) 140 pg mL−1 [14]
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[50] P. Norouzi, M.R. Ganjali, P. Matloobi, Electrochem. Commun. 7 (2005)
apillary electrophoresis 40 ng mL−1 [16]
FTCV 95.5 pg mL−1 This work

.5. Determination of morphine in real samples

The proposed method was also applied to the determination
f morphine in spiked urine and plasma samples. The results
f analysis of spiked human plasma (n = 5) and urine (n = 5) is
hown in Table 2. The results were satisfactory, accurate and
recise. No interference was noticed from the urine content,
xactly after the dilution with the supporting electrolyte as well
s after the plasma samples treatment. The major advantage
f the method as applied to plasma and urine is that no prior
xtraction step is required.

.6. Sensitivity comparison of the suggested method with
ther previously reported methods

Table 3 compares the detection limit of the proposed method
ith those of the other reported methods. As it is immediately

vident, the sensitivity of this method is superior to all the respec-
ive previously reported sensitivity values. The data in Table 3
eveal that the detection limit of the method is about 14.5 times
ower than the detection limit of the most sensitive reported

ethod.
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bstract

In this paper, we demonstrate an electrochemiluminescence (ECL) enhancement of tris(2,2-bipyridyl)ruthenium(II) (Ru(bpy)3
2+) by the addition

f silver(I) ions. The maximum enhancement factor of about 5 was obtained on a glassy carbon electrode in the absence of co-reactant. The
nhancement of ECL intensity was possibly attributed to the unique catalytic activity of Ag+ for reactions between Ru(bpy)3

3+ with OH. The
igher enhancement was observed in phosphate buffer solutions compared with that from borate buffer solutions. This resulted from the fact that

ormation of nanoparticles with large surface area in the phosphate buffer solution exhibited high catalytic activity. The amount of Ag+, solution pH
nd working electrode materials played important roles for the ECL enhancement. We also studied the effects of Ag+ on Ru(bpy)3

2+/tripropylamine
nd Ru(bpy)3

2+/C2O4
2− ECL systems.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Electrochemiluminescence (ECL) has received much atten-
ion and become an important detection method in analytical
hemistry. ECL advantages include high selectivity, sensitivity
nd simple operation process. Tris(2,2-bipyridyl)ruthenium(II)
Ru(bpy)3

2+) and luminol are usually used as ECL substrates due
o their high quantum yields and stable signals. A large amount
f analytes can be detected by Ru(bpy)3

2+-ECL, including alky-
amine, oxalate and amino acids [1–4]. Based on Ru(bpy)3Cl2
s a label, this method is also used in immunoassay and DNA
nalysis [5,6]. The ECL of luminol has been used to determine
ydrogen peroxide and glucose [7,8].

Metallic nanoparticles have unique optical, catalytic prop-
rties and have been widely used in many fields. Au and Ag

anoparticles have recently been used to enhance or quench
uorescence of dyes and semiconductor nanoparticles. The
nhancement of luminescence intensity is dependent on size,

∗ Corresponding author. Tel.: +86 431 5689711; fax: +86 431 5689711.
E-mail address: xryang@ciac.jl.cn (X. Yang).
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nd shapes of nanostructures and distance between fluorophore
nd nanostructures [9–11]. Through efficient coupling between
xcitation or emission bands of semiconductor nanoparticles
nd surface plasmon resonance of nanostructures, the strong
uminescence enhancement of semiconductor nanoparticles can
e achieved [11]. Pompa et al. [11] have reported that fluores-
ence of CdSe/ZnS nanocrystals was enhanced on an ordered
rray of gold nanostructures. Five-fold fluorescence enhance-
ent of CdTe nanoparticles has also been observed on the

ilver island films [12]. Deposition of silver nanoparticles
nto dye monolayer film has also increased photolumines-
ence of dyes [13]. Fluorescence enhancement of dyes can
e obtained from metal-core/silica-shell nanoparticles [14].
heng and Xu [15] have reported that fluorescence enhance-
ent of fluorescein isothiocyanate could be adjusted by the

istance between Ag nanoparticles and dyes. Metallic nanopar-
icles are also used to increase ECL intensity. ECL intensity of
u(bpy)3

2+/pentoxyverine has been enhanced by the introduc-

ion of gold nanoparticles [16]. It has been reported that strong
uminol ECL can be observed on a gold nanoparticle modi-
ed gold electrode in neutral conditions [17]. However, these
nhancements of the ECL intensity are obtained by metallic
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Fig. 1. Cyclic voltammograms from 0.1 mM Ru(bpy)3
2+ on the GCE in 50 mM
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anoparticles and there are few papers about ECL enhancement
f Ru(bpy)3

2+ via metallic ions. In this paper, an enhancement of
CL signals of Ru(bpy)3

2+ by the addition of Ag+ into the phos-
hate buffer solutions was reported. The maximum enhancement
f five times was obtained from 0.1 mM Ru(bpy)3

2+ and 1 mM
gNO3 in 50 mM phosphate buffer solution (pH 7.5) without

o-reactant on a glassy carbon electrode (GCE). The enhance-
ent was also observed on a gold electrode and no enhancement
as observed on an indium tin oxide electrode. Between pH 7.0

nd 7.5, the optimal relative ECL intensity was obtained. At
ast, the effect of Ag+ on ECL of Ru(bpy)3

2+ in the presence of
ripropylamine (TPA) or C2O4

2− was also examined.

. Experimental

.1. Chemicals and reagents

Ru(bpy)3Cl2·6H2O was obtained from Aldrich. AgNO3,
AuCl4, H2PtCl6 and tripropylamine (TPA) were purchased

rom ACROS. H2C2O4·2H2O was obtained from Beijing Chem-
cal Factory. All chemicals and reagents were of analytical grade.
ll solutions were prepared with distilled water.

.2. Apparatus and procedures

ECL signal was obtained from on MPI-A chemilumines-
ence analyzer (Xi’An Remax Science & Technology Company,
i’An, China) and ECL experiments were carried out in 1 ml of
0 mM buffer solution (pH 7.5) containing 0.1 mM Ru(bpy)3

2+.
lectrochemical experiments were carried out with a CHI 660B

Shanghai, China). A three-electrode system was used with a
lassy carbon electrode as the working electrode. The reference
lectrode was an Ag/AgCl (saturated potassium chloride solu-
ion) electrode, and the counter electrode was a platinum plate.
he GCE was polished with �-Al2O3 powder (followed by 1.0,
.3 and 0.05 �m), and sonicated in distilled water and dried by
itrogen.

Sixty microlitres of 10 mM AgNO3 was added into 1 ml
f 50 mM phosphate solution (pH 7.5) containing 0.1 mM
u(bpy)3

2+ and the mixed solution became buff and turbid. The
ixture was centrifuged three times with washing by water and

he precipitates were obtained. Morphologies were character-
zed by field-emission scanning electron microscopy (FE-SEM).
he images were obtained from PHILIPS XL-30 ESEM with an
ccelerating voltage of 20 kV. The compositions were charac-
erized by energy-dispersive spectroscopy (EDS).

. Results and discussion

Fig. 1 gives cyclic voltammograms from 0.1 mM Ru(bpy)3
2+

n the GCE in 50 mM phosphate buffer solution (pH 7.5) without
a) and with 0.6 mM AgNO3 (b) at a scan rate of 100 mV s−1. A
ouple of redox peaks at about 1.1 V corresponding to the redox

rocess of Ru(bpy)3

2+ was observed from curve a. However, the
eak currents obviously increased with the addition of 0.6 mM
gNO3 (curve b). This indicated that Ag+ ions could affect the

edox reaction of Ru(bpy)3
2+ on the electrode surface. We also

t
A
T
t

hosphate buffer solution (pH 7.5) without (a) and with 0.6 mM AgNO3 (b).
nset: cyclic voltammogram of the GCE in 50 mM phosphate buffer solution
ith 0.6 mM AgNO3. Scan rate, 100 mV s−1.

tudied the electrochemical properties of silver ions on the GCE
nd the corresponding cyclic voltammogram is shown in the
nset of Fig. 1. As shown in the inset, only an obvious reductive
eak at about 1.05 V was observed. Thus, the large oxidative
eak of curve b arose from the oxidation of Ru(bpy)3

2+. This
lso showed that Ag+ ions were in favor of the oxidation of
u(bpy)3

2+ on the electrode surface.
ECL behavior of Ru(bpy)3Cl2 in the presence of AgNO3 was

lso investigated. Fig. 2A corresponds to the ECL–potential pro-
le from 0.1 mM Ru(bpy)3

2+ on the GCE in 50 mM phosphate
uffer solution (pH 7.5) without (a) and with 0.6 mM AgNO3
b). The maximum ECL signal appeared for curve a at about
.2 V, resulting from oxidation of Ru(bpy)3

2+. In the absence
f co-reactant, Ru(bpy)3

2+ was firstly oxidized to Ru(bpy)3
3+

n electrodes, then Ru(bpy)3
3+ reacted with OH and produced

u(bpy)3
2+*, which decayed to the ground state with lumines-

ence [18]. However, higher ECL intensity was observed with
he addition of Ag+ (curve b). It was found that the ECL enhance-

ent with Ag+ was approximately four-fold the ECL without
ilver nitrate. There was no ECL signal for 50 mM buffer solution
nly containing 0.6 mM AgNO3. Thus, the luminescence signal
as from Ru(bpy)3

2+. No enhancement was observed with the
ddition of NaNO3 into the phosphate buffer solution containing
u(bpy)3

2+ (Fig. 2B). This showed that the ECL enhancement
esulted from Ag+. We thought that the enhancement of ECL
as possibly attributed to the catalytic activity of Ag+ towards

he reactions between OH and Ru(bpy)3
3+. This increased the

eaction rate and led to the formation of more Ru(bpy)3
2+*.

e observed that the solution became turbid after the addi-
ion of AgNO3 into the phosphate buffer solution containing
u(bpy)3

2+. The precipitates were obtained by centrifugation
nd were characterized by FE-SEM. Fig. 3 gives the image and
omposition analysis of these precipitates. As shown in Fig. 3a,
he precipitates consisted of many nanoparticles and most of

hem exhibited spherical shapes. The signals of O, Cl, P and
g elements were observed from the results of EDS (Fig. 3b).
he ECL enhancement was also observed in borate buffer solu-

ions, but the maximum enhancement factor was low compared
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Fig. 2. (A) ECL-profile from 0.1 mM Ru(bpy)3
2+ on the GCE in 50 mM phos-

phate buffer solution (pH 7.5) without (a) and with 0.6 mM AgNO3 (b) and
(B) ECL-profile from 0.1 mM Ru(bpy)3

2+ on the GCE in 50 mM phosphate
buffer solution (pH 7.5) without (c) and with 0.6 mM NaNO3 (d). Scan rate,
100 mV s−1; PMT, biased at 900 V. The arrows show the potential scan direction.
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Fig. 3. The FE-SEM image of the mixtures of Ru(bpy)3Cl2 and AgNO3 in the
ig. 4. Effect of pH on the relative ECL intensity. Conditions: Ru(bpy)3
2+,

.1 mM; AgNO3, 0.6 mM; scan rate, 100 mV s−1; PMT, biased at 900 V.

ith that from phosphate buffer solutions. No precipitates were
bserved, when AgNO3 solution was mixed with the borate
uffer solution. The better enhancement in phosphate buffer
olution was possibly attributed to formation of nanoparticles,
hich exhibited large surface area and this resulted in higher

atalytic activity.
The relative ECL intensity was dependent on the solution

H. As shown in Fig. 4, the maximum relative ECL intensity
ppeared between pH 7.0 and 7.5. At pH < 7.0, the amount of
H was small in the solution. The reactions between OH and
u(bpy)3

3+ were affected and less Ru(bpy)3
2+* appeared. Thus,

he low ECL intensity was observed. When the solution pH was
bove 7.5, large amounts of OH were easily oxidized to oxygen
n the electrode surface [18]. It is well known that oxygen can
uench the luminescence of Ru(bpy)3

2+. This resulted in low
CL signals. Fig. 5A shows the relationship between the ECL

ntensity and the amount of AgNO3 on a GCE (a), gold elec-
rode (b) and indium tin oxide electrode (c). For the GCE and
old electrodes, the ECL intensity increased with the addition of
ore AgNO3. When the content was more than 0.8 mM, the ECL
ntensity did not obviously increase. The maximum enhance-
ent factor was about 5 and 4 for the GCE and gold electrode,

espectively. No ECL enhancement was observed on an indium
in oxide electrode (curve c). This indicated that different work-

phosphate buffer solution (a) and the corresponding EDS spectrum (b).
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Fig. 5. (A) The relationship between the ECL intensity and the content of
AgNO3 on a GCE (a), gold electrode (b) and indium tin oxide electrode (c) and
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B) the relationship between the ECL intensity and the content of HAuCl4 (a) and

2PtCl6 (b). Conditions: Ru(bpy)3
2+, 0.1 mM; pH 7.5; scan rate, 100 mV s−1;

MT, biased at 900 V.

ng electrodes also affected the enhancement of ECL intensity.
AuCl4 and H2PtCl6 were also used to study their effects on

he ECL intensity of Ru(bpy)3
2+. Fig. 5B gives the relationship

etween the ECL intensity and the content of HAuCl4 (a) and
2PtCl6 (b). We found that the ECL intensity decreased with the

ncrease in the amount of HAuCl4 or H2PtCl6. This showed that
oth HAuCl4 and H2PtCl6 could not increase the ECL intensity
f Ru(bpy)3

2+.
Ru(bpy)3

2+/TPA and Ru(bpy)3
2+/C2O4

2− systems have been
sually used in analytical ECL applications due to their high
CL efficiency. We also examined the effect of Ag+ on these
ystems. Fig. 6 gives the corresponding ECL signal from 0.1 mM
u(bpy)3

2+ and 1 mM H2C2O4 in the 50 mM phosphate buffer
olution (pH 7.5) without (a) and with 0.6 mM AgNO3 (b). It
as found that the ECL intensity obtained in the presence of
gNO3 was about two times that from 0.1 mM Ru(bpy)3

2+ with-
ut AgNO3. This indicated that Ag+ also enhanced the ECL
ntensity of Ru(bpy)3

2+/C2O4
2− system. The ECL mechanism
ould be described by the following steps [19]:

u(bpy)3
2+ → Ru(bpy)3

3+ (1)

u(bpy)3
3+ + C2O4

2− → Ru(bpy)3
2+ + CO2

•− + CO2 (2)

F
N
H

ig. 6. The ECL curve of 0.1 mM Ru(bpy)3 and 1 mM H2C2O4 on the GCE in
0 mM phosphate buffer solution (pH 7.5) without (a) and with 0.6 mM AgNO3

b). Scan rate, 100 mV s−1; PMT, biased at 600 V.

O2
•− + Ru(bpy)3

3+ → Ru(bpy)3
2+∗ + CO2 (3)

During the preparation of this paper, Barnett and co-
orkers [20] reported that the chemiluminescence response

rom Ru(bpy)3
2+, cerium(IV) and citrate was enhanced by cat-

lytic activity of silver(I) citrate complex and initiation of silver
anoparticles. In addition, Ag+ could catalyze the oxidation of
arboxylic acids with cerium(IV) through the formation of Ag+

nd carboxylic acids complex [21]. Here, the enhancement pos-
ibly resulted from the catalytic activity of silver(I) and oxalic
cid complex for step (2). In addition, the formation of nanoparti-
les also increased the catalytic efficiency. This directly resulted
n large amounts of CO2

•− and more light-emitted species,
u(bpy)3

2+* formed by step (3). However, no enhancement was
bserved for the Ru(bpy)3

2+/TPA system.

. Conclusion

In summary, ECL enhancement of Ru(bpy)3
2+ with Ag+

as been demonstrated. The maximum enhancement factor was
bout 5 in the phosphate buffer solution (pH 7.5) from the GCE
ithout co-reactant. The enhancement was possibly attributed

o the unique catalytic activity of Ag+ towards the reactions
f Ru(bpy)3

3+ and OH. This resulted in the formation of more
u(bpy)3

2+* and the ECL intensity was enhanced. We carefully
tudied the effects of the amount of silver ions, solution pH and
lectrode materials. At last, it was found that Ag+ also enhanced
CL of Ru(bpy)3

2+/C2O4
2− system, but showed no enhance-

ent for Ru(bpy)3
2+/TPA system. The interesting enhancement

ill be useful for analysis and detection based on Ru(bpy)3
2+-

CL methods.
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bstract

At present, liposomes play a significant role as drug delivery vehicles being considered very promising for gene therapeutics. The in vivo
pplication of these drug delivery systems widely depends on their physico-chemical and technological characteristics such as the structure, the
hape, the size distribution, the surface modification and the drug interaction. To describe the liposomes, different analytical techniques were used.

this paper, we reviewed the application of the atomic force microscopy (AFM), one of the most commonly applied scanning probe microscopy
PM) techniques, in the description of liposome. The advantages and limitations of these techniques are discussed comparing the reported data
ith those referred to other well-know microscopical and spectroscopical techniques such as transmission electron microscopy (TEM) and photon

orrelation spectroscopy (PCS). A detailed description of the application of AFM to evaluate the formation and the geometry of liposomes/DNA
omplexes is presented.

2007 Elsevier B.V. All rights reserved.

eywords: Liposomes; AFM; Characterization; Surface modification; Liposome/DNA complexes
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1. Introduction
Modern drug carrier systems such as micro-nanoparticles,
posomes, solid lipid nanoparticles and polymeric micelles play
n important role in controlled delivery of the active agent to the
esired site of action, limiting the side effects at non-target site
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. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

[1–3]. In particular, in the past decade, liposomes were exten-
sively used in research, analytical and therapeutic applications
[4].

Liposomes are micro- or nano-particulate vesicles formed
by self-assembly of natural (phospholipids, cholesterol, etc.) or

synthetic amphiphiles in aqueous environment. They are formed
by concentric lipid bilayer surrounding aqueous compartments
[5]. First described by Bangham et al. [6] on the basis of size,
liposomes are well-known as small unilamellar vesicles (SUV;
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0–100 nm), large unilamellar vesicles (LUV; 50–400 nm) and
ultilamellar vesicles (MLV; 400–5000 nm). Frequently pre-

ared using non-toxic phospholipids and cholesterol, they are
iodegradable, biocompatible and non-immunogenic [7]. Con-
idering the drug nature and the liposomal composition, both
ydrophilic and hydrophobic compounds can interact with lipo-
omes in different ways; they can be incorporated into the bilayer
embrane, adsorbed on the surface, anchored at the polar head

roup region or entrapped in the aqueous core [8].
Liposomes can be designed for specific and selective appli-

ations by controlling the lipid composition or by modifications
f the surface meaning conjugation with antibody or peptides
9]. To stabilize against the opsonization, hydrophilic long chain
olymers such as polyethylene glycols can be incorporated in
he bilayer [10]. The improvement in liposome technology, their
ersatility but also their safety have given rise to the growing suc-
ess of liposomes as carriers for diagnostic agents [11,12] and
harmaceuticals [13–15]. In gene therapy, negatively charged
NA can neutralize cationic liposomes resulting in an aggrega-

ion and continuous fusion with time while DNA is entrapped
uring this process [16]. Cationic liposomes have also proven to
e useful tools for the delivery of genetic materials into cells
17,18]. More recently, other important applications of lipo-
omes have been reported; for example, in the vaccine field,
irosomes, i.e. liposome formulations including viral envelope
roteins anchored in the lipid membrane [19,20]. In the near
uture, many more liposome based-drug formulations can be
xpected both for the delivery of conventional drugs and for the
ew biotechnology therapeutics such as enzymes, recombinant
roteins and cloned genes [21].

The rapid development of these colloidal systems required
rational characterization approach. Parameters having criti-

al importance on the in vivo performance of liposomes such
s morphology, size, polydispersity index, number of lamellae,
harge, bilayer fluidity, lipid composition, encapsulation effi-
iency, liposome-gene interaction and chemical stability must
e assessed. Various analytical techniques have been applied;
ynamic light scattering (DLS, also known as photon correla-
ion spectroscopy, PCS) is frequently used in the determination
f liposome size distribution [22,23], just as the nuclear mag-
etic resonance (NMR) and the electron paramagnetic resonance
EPR) have been described to investigate the lamellarity, the per-
eability of the bilayer and the influence of liposome size on

he substance transport [24,25]. The zeta potential, that describes
he charge on the liposomal surface and indicates the tendency
f the vesicles to fuse and to aggregate, can be determined by
easuring the mobility of the liposomes in an electrical field.
The microscopical approach is commonly used to charac-

erize the liposomal structure. Electron microscopy techniques
ave been widely used to measure the liposomal size and the size
istribution [26]. In particular, transmission electron microscope
TEM) provides information on the size distribution and shape
f vesicles. Unfortunately, liposomes can suffer of a structure

erturbations triggered by the high vacuum conditions and the
taining process. In the last years, besides the progress in sam-
le preparation, other microscopical techniques have gained the
ttention. Atomic force microscopy (AFM), one of the tech-
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iques owing to the family of scanning probe microscopes with
imensional resolution approaching 1 Å, has changed the man-
er to look the sample [27,28]; developed in 1986, the AFM
as applied for imaging different material surfaces including

eramics [29], metals [30], but also biological [31] and phar-
aceuticals preparations [32,33]. The AFM ability to explore

amples under variety of environmental conditions, including
iological specimens in an aqueous environment or in air at
oom temperature, makes it a very versatile characterization
echnique. Unlike the electron microscopical methods, that often
equire sophisticated sample preparation procedures, the sample
reparation for AFM is easy and fast and it allows the material
o be preserved in its native state.

The atomic force microscope utilises a tip (probe) attached
o the flexible cantilever of a specific spring constant. The can-
ilever deflects in z-direction due to the surface topography
uring the tip scanning of the sample surface. A photodiode
etects the deflection of the cantilever through a laser beam
ocused on and reflected from the back of the cantilever. As AFM
enerally measures the vertical deflection of the cantilever with
icometer resolution, even its little deflection causes the shift
f the laser beam on photodiode; consequently, the amount of
ight received by every segment of the detector changes. The
hoto-current outgoing to the photodiode is transmitted to the
ifferential amplificatory. Usually, during the scanning, a con-
tant force between the tip and the sample is kept through a
eedback circuit that adjusts the movement of piezoelectric tube
canner in z-direction. The movement in z-direction directly pro-
ides the topography of the sample surface. Considering the tip
pproach and the deflection way, AFM can operate in differ-
nt modalities that can be referable as repulsive (contact) mode
nd attractive (non-contact) mode (for detailed information see
34–37]). In the contact mode, the tip is in constant close con-
act to the surface of the sample; this approach can be used
o detect hard samples such as silicone matrices, polyurethane
ads, carbon surface, etc. [38–40]. In the non-contact mode, a
tiff cantilever oscillates in the attractive regime, meaning that
he tip is quite close to the sample, but not touching it (hence
non-contact”). The forces between the tip and the samples are
uite low. The evaluation of the shifts of the natural resonant
requency or the amplitude and the phase of the cantilever is
requently used to amplify the small signal detected used soft
iomaterials [41,42]. A possible variation of this approach is
he acquisition obtained by intermittent contact (tapping mode).
he intermittent contact motion of the tip eliminates lateral or
hear forces which would deform or scrape the sample [43].

In addition to topographic imaging and especially consider-
ng the versatility of the operation mode (for example using of the
dditional measurement mode such as lateral force mode, LFM,
nd force modulation mode, FFM) [44,45], AFM can also pro-
ide information of micro-mechanical properties such as surface
nd adhesive forces [46,47].

This review focused on the AFM applications used to

haracterize liposomes as drug delivery systems. In this
aper, we discussed the AFM application in evaluating the
hysico-chemical and technological properties of liposomes by
omparing the published results with those obtained using well-
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nown techniques, such as TEM in detecting liposomes and their
nteraction with nucleic acids or PCS in evaluating liposome size
istribution. In order to evaluate the liposome morphology (i.e.
tructure, shape, diameter and size distribution, characteriza-
ion of surface modifications) along with the interaction between
hese lipid vesicles and drugs or genes, we examined the recent
pplications of this versatile microscopical technique.

. Physico-chemical characterization

For a productive development of liposomes as drug carriers,
t is essential to characterize these systems as particles. The eval-
ation of liposome morphology includes the characterization of
hape, structure, surface morphology and size measurement of
hese carriers. Evaluation of liposome size distribution is impor-
ant not only to study the physico-chemical properties and the
tability of preparations but also to identify the in vivo kinetics
f these systems and in particular their ability to cross vessel
alls and to be accumulated in tumours in order to exert the
esired targeting [48–50].

.1. Shape and size measurement

To study liposomes as drug delivery systems, the geometry,
he size and the size distribution are key parameters to evalu-
te both in vitro and in vivo stability, encapsulation efficiency,
nd finally their applicability in the pharmaceutical field. A
ide variety of techniques, including microscopical and various
inds of spectroscopical methods, have been used to charac-
erize liposomes. Usually, transmission electron microscopy
TEM), able both to image liposomes and to provide informa-
ion about their size, is currently applied on vesicles morphology
haracterization. Techniques such as negative staining, freeze
racture electron microscopy (FFEM) and cryo-transmission
lectron microscopy (Cryo-TEM), provide detailed information
bout liposomes, but the sample preparation is complex and
requently it requires a long time [51]. Also the environmen-
al scanning electron microscopy (ESEM), an evolution of the
canning electron microscopy able to be applied to the observa-
ion of hydrated samples, has been recently used to investigate
he relationship between the morphology and stability of free or
ncorporating ibuprofen multilamellar liposomes (MLV) [52].
o achieve a good resolution, wet delicate sample can be imaged
sing both lower magnification and electron dose; but, in the
ano-structures characterization, this technique presents dif-
erent instrumental limitations actually restricting the field of
pplication [53]. Dynamic light scattering (DLS or PCS) is the
ost important spectroscopical technique used to measure both

ize and size distribution; although only for monodisperse sys-
ems, Z-Average diameter, a mean peculiar to the dynamic light
cattering, compares correctly with many other methods. With
olydisperse systems, the Z-Average must be used in a relative
ense. The PCS analysis of multimodal suspension (with poly-

ispersity index value lower than 0.7) is by far complicated but
ossible. Besides, the aggregation of vesicles cannot be eval-
ated because the vesicle aggregates are identified as a single
article.

“
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T
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In this context, AFM can be used to directly image and mea-
ure the size of liposomes adsorbed onto a surface (mica, silicon
afers, etc.). It is well-known that liposomes adsorbed onto solid

ubstrate generally modify the shape. Compressed or flattened
pheroidal shapes are frequently related to AFM technique lim-
tations. In fact, to correctly evaluate the shape and to measure
he size of the adsorbed vesicles, it is necessary to pay atten-
ion to the different factors that could affect the topographical
hanges including the type of liposomes, the time of analysis,
long with the vertical and the lateral forces applied by the tip
n the liposome during the scanning procedure.

In the last years, different papers have extensively demon-
trated that many factors influence the absorption of liposomes
nd their morphological modifications: in particular, the lipid
nd the buffer composition, the liposome concentration, the
lectrostatic interaction with the support and the elapsed time
etween the liposome deposition and the observation could
trongly affect the liposome characteristics [54–58]. As well,
he topography of the vesicles could be influenced by the tip
ffect close correlated to the mode of analysis. Frequently, lipo-
omes have been imaged in tapping mode AFM. The periodic
ontact between the probing tip and the sample surface reduces
he frictional lateral destructive forces and the tip convolution
ffect thus affecting, in particular, the measure of the liposomal
ize. The non-contact mode has less probability in damaging
he samples than the tapping mode, owing to the elimination of
he possible dragging of liposomes when the tip moves across
he vesicles. In fact, Paclet et al. [59] established that accurate
eight information of liposomes deposed on the substrate could
e obtained in the non-contact mode.

Nevertheless, also using non-contact and tapping mode and
perating in aqueous solution, liposomes absorbed on mica
urface can change their shape. The interaction between the
ample and the substrate, as well as the continuous movement
f the tip, can induce a liposome deformation [60,61]. Recently,
e have compared the size of liposomes measured by AFM

mage sectional analysis and the PCS data. Operating in non-
ontact mode, liposome diameters remain comparable to the
eights of the vesicles and in a spherical defined shape within
he first 10 min after deposition. The AFM data were in agree-

ent with PCS ones also considering that in the AFM measures
iposomes are adsorbed on solid surface while the PCS eval-
ated liposomes in suspension. Ten minutes after deposition,
iposomes showed a progressive tendency to turn into an asym-

etrical and flattened structure described as planar vesicles
Fig. 1). Liposomes with different compositions have a differ-
nt tendency to change their structure after mica adsorption:
he elastic properties of the lipid constituting liposomes influ-
nce the interaction with the tip [62]. In particular, during the
ontinuous scanning of Egg phosphatidilcoline (EggPC) lipo-
omes, we observed the same changing described by Liang et
l. [63] on EggPC liposomes imaged using the tapping-mode tip
pproach. In particular, after 2 h scanning, the liposomes showed

concave shape” characterized by a depressed central portion
nd a higher outline (Fig. 2). The diameter of these structures
as approximately 260 ± 28 nm and the height 4.1 ± 0.6 nm.
hese data represent the confirmation that, after a long time,
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ig. 1. AFM images of liposomes under water obtained (a) 5 min and (b) 20 m
mages.

he vertical force of tip damages the soft samples also using
on-contact mode. Liposome absorption on mica surface rep-
esents one of the possible approaches used to form supported
ipid bilayers, which are the main biomimetic membranes used
or the current studies. The information obtained with AFM
nalysis about the nanoscopic domains, the modulation and
he microscopic phase behaviours of the supported membrane
ilayers are useful toward understanding the native biological
embranes [64–66]. Using modified-liposomes (lipid vesicles

ormed with phospholipid incorporating transmembrane pro-
eins), Kanno et al. [67] demonstrated that also when the vesicles
ere adsorbed on mica support and collapsed thus changing the

tructure, the diameter acquired by AFM measuring could be
ompared with the size obtained using PCS analysis. In fact,
valuating the differences between the diameters and the height
f liposomes deposed on mica supports, the AFM diameters

f flattened structures could be elaborated and then compared
o spheres or hemispheres. These re-calculated diameters were
n agreement with those obtained by the PCS technique. These
tudies suggest that AFM technique can be used in association

o
T
m
p

er the deposition on mica support. The profiles were obtained from the height

r alternatively to PCS analysis in order to measure the liposo-
al size. Nowadays, considering the size distribution obtained

y PCS analysis, different authors compare the diameters of
iposomes acquired measuring the cross-section of vesicles on
FM images. For example, Tavares et al. [68], operating in

apping mode and at fixed time, imaged liposomes on solid
upport and demonstrated that AFM-derived liposomal size
easurement was in agreement with the result obtained by
CS analysis. Using a similar approach, Wang et al. [69], well-
haracterized submicron unilamellar liposomes prepared by a
ew method described as freeze-drying double emulsions (FDE)
rocedure.

Few articles examine the size distribution of liposomes elabo-
ating the AFM images obtained by contact AFM. In this context,
he results obtained by Storrs et al. [70] studying the param-
gnetic polymerised liposomes (PPL) with AFM are worthy

f attention. The authors visualized PPL using both AFM and
EM approaches; the size distribution obtained using the two
icroscopical approaches was similar, but the AFM topogra-

hies appeared more detailed compared to the TEM ones. In
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ig. 2. AFM image under water by non-contact mode of EggPC obtained 2 h after
nd (d) profiles from the height image. Long time analysis produce the liposom

act, near the ellipsoids structures referable to liposomes, greater
bundance of particles on the lower end of the size spectrum was
ecorded in AFM images. Analysing liposomes with different
ipid composition, but also more stiff polymeric nanoparticles,
ifferent authors demonstrated incongruence or difficulties in
omparing the particle size with data obtained using other ana-
ytical techniques [71,72]. It is clear that AFM contact mode
s not easily applicable for the exact particle size determina-
ion when the carriers are soft or flexible, while it is very
ppreciable to characterize elasticity, flexibility and adhesion
roperties of liposomes providing the force mapping (force-
istance-curves).

.2. Surface morphology; protein and polymer modification

Liposomes used in pharmaceutical applications are often
odified in the surface properties. In order to improve the in

ivo stability, functionalised liposomes have been formulated
y different polymers. Since the early 1990s, long circulation
iposomes have been designed; these liposomes were steri-
ally stabilized by coating the surface with polyethylene glycol
PEG) derivatives. The PEG chains create a sterical barrier that
llows the liposomes to evade the phagocytic uptake, extend-
ng their circulation half time and increasing the possibility for
argeting [73]. Moreover, site-directing moieties and ligands
an be incorporated into liposome membrane surface to fur-
her enhance the selectivity of liposomal drug delivery [74–77].

hese modifications change the structure and, in particular, the
urface morphology of liposomes; all information about the dis-
osition and the spatial conformation of protein or polymer
etworks anchored on liposomal surface are important to clar-

c
t
g
o

mple deposition on mica support: (a) topography, (b) 3D-view, (c) magnification
apse and the formation of concave structure with the central part compressed.

fy the possible development of these stable and targeted drug
arriers.

Besides the ability to investigate the surface structural details,
FM, through the force measurements, could provide informa-

ion about the mechanical and chemical properties of sample
urface. A force curve (force versus distance curve) indicates the
orce felt by the cantilever as the probe tip is brought vertically
owards the sample surface and then retracts away. Force mea-
urement can provide information about the elastic and adhesive
roperties of liposomes. Recently, Mao et al. [78] described this
echnique and its application on liposomes.

Considering the large number of research papers published
n the functionalized liposomes, only few recent studies apply
he AFM technique to characterize the liposomal surface modi-
cations.

Bendas et al. [79] applied AFM approach with the aim
f illustrating antibodies at the liposomal membrane surface,
n application never described before. Considering the AFM
mages of immunoglubulin G (IgG) available on literature, Fritz
t al. [80] compared the magnification of the liposome images in
rder to demonstrate the presence of a different density of anti-
ody coupled between the cyanur-PEG-PE immunoliposomes
btained attaching monoclonal antibody via a new membrane
nchor (PEG 2000 functionalised with cyanuric chloride) and
he well-studied N-glutaryl-PE immunoliposomes. These find-
ngs were important to evaluate the changes in the liposomal
urface and in protein mobility produced by the type of antibody

onjugation and to correlate the surface differences between
he two different immunoliposomes population with their tar-
etability. Recently, comparing the tapping mode AFM images
f different formulations of targeted sterically stabilized pH-
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ensitive liposomes, Fonseca et al. [81] investigated the ability
f new covalent coupling procedures. In particular the authors
nvestigated whether the thiolated transferrin (choose as target
igand) was coupled to the distal malaimide end of PEG chains
r non-specifically bound to the liposomal lipid bilayer. The dif-
erent location of the proteins observed on the lipid bilayer after
eposition of two different modified liposomal formulations
uggests the importance of malaimide groups in the covalent
inkage of transferrin. The AFM studies correlated with the cel-
ular experiments were crucial to demonstrate the targetability
f these structures.

As mentioned before, in order to characterize liposomes mor-
hology, TEM approach is often used. If it is true that this
lectronic microscopical technique ensures the complete struc-
ural analysis, the artefacts due to the staining process and the
lteration caused by the exposition of the samples to vacuum
ondition could provide a wrong interpretations.

In this context, Stauch et al. [82] combined AFM and
EM analysis to clarify the effects of photopolymerization on

iposomal encapsulated NIPAM (N-isopropylacrylamide) and
EGDM (tetraethylene glycol dimethacrylate) monomers and

he interaction between the formed polymer and the lipid vesi-
les. The AFM analysis, performed both in tapping mode/height
ode and in tapping mode/phase mode of the ultra-thin sections

f liposomes, was carried out both to describe the morphology
f the carrier and to confirm the data of TEM, excluding that
ossible staining artefacts can distort the images. Comparing
EM and AFM analysis of ultra-thin section, the architecture
f the polymer inside the vesicles was clarified assuming a
ey role in the development of these new formulations as drug
elivery systems. In an other study, analysing the AFM images,
outardier et al. [83] described the interaction between a lipo-

ome formulation and a polymeric network used to prepare new
iposomes with a polymeric core (LSP). The corresponding pic-
ures showed the presence of polymer on the external surface of
iposomes and, considering also the shape assumed after deposi-
ion of LSP on the support, the authors elucidated the localization
nd the morphology of these modified drug delivery carriers.

AFM and TEM enhanced the understanding of the modified-
iposomes obtained conjugating a selective ligand (transferrin)
o liposomes [84]. In fact, AFM and TEM were able to
etect transferrin at the liposomal surface at the molecular
evel in a fast and reproducible way. Even though both micro-
copic techniques can provide information on liposome surface
in particular on the protein-modification of these lipid drug
arriers), the study showed some important differences sug-
esting and strengthening their complementarily; for example,
he maximum resolution is obtained using AFM, but the con-
rast and the contour of the images are better understood
sing TEM. The complementarily of these techniques was con-
rmed in our recently studies. Fig. 3 shown the TEM and
FM images of the modified-liposomes (prepared using N-[1-

2,3-dioleoyloxy)propyl]-N,N,N-trimethylammonium chloride

alt (DOTAP) and ursodeoxycholic acid (UDCA)). In TEM
mage (negative-stain electron microscopy), the more electron
ransparent lipid vesicles appear as bright areas defined by a con-
entric lipid layer with a free internal structure. On the contrary,

i
t
h
e
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he homogeneity of the liposomal surface was better described
n the AFM image.

Liang et al. [85] have recently reported an interesting
pproach. The authors, using the AFM, investigated the mor-
hology of egg yolk phosphatidylcholine liposomes (EggPC)
odified with Pluronic copolymer (poly(oxyethylene)-

oly(oxypropylene)-poly(oxyethylene) [PEO-PPO-PEO]).
hey observed some significant morphological changes and
ifferent topography of liposomes upon incorporating the
luronic copolymer. These results do not agree with those
btained by previous study carried out using cryo-TEM [86]:
he experimental condition, the mode of analysis and the
ifferent physical state of liposomes (analysed in dilute aqueous
olution directly by cryo-TEM and upon absorption using
FM) could properly justify this incongruence. The paper was

mportant because using AFM force-curve, the researchers
rovided important information about the stability and the
ransitions occurring from vesicles to bilayers owing to the
ength of PEO and PPO chains; considering these results, the
uthors proposed a membrane-spanning model which can help
o select the appropriate Pluronic copolymer to ensure the steric
tabilized vesicles with the suitable lipid membrane stiffness.

. Technological characterization

The localization and the way by which liposomes interact
ith the active substance are very important to obtain a good

n vivo applicability. In particular, in the field of gene therapy,
he characterization of liposome/DNA interaction is necessary
o effectively improve the carriers’ ability in gene transfer.

.1. Liposomes/drug interaction

Currently, TEM is the most used microscopical approach to
btain information about the liposomes–drug interaction. In the
ast years, different TEM techniques were well-developed to
nalyse the internal structure and in particular the drug-loaded
iposomes. At the present, FFEM and Cryo-TEM are the most
sed approaches to visible describe the entrapment of drug
nto the liposomes [87–90]. As previously described, the sam-
le preparation remains expensive and very laborious. Negative
taining is an easy and classical method used to characterize
iposomes–drug interaction [91–93] but, also in this case, the
taining processes and the analysis conditions (particularly the
rying procedures) can produce artifacts.

A relative number of papers describes the use of AFM in the
tudy of the interaction between the drug and the lipid mem-
ranes; the aim of these researches is mainly to understand
he properties of biomembranes and the correlated processes
uch as cell adhesion, membrane fusion and drug membrane-
nteraction [94–96]. In these papers, the AFM was the essential
ool to clarify the re-organization occurring in the lipid bilayer
fter the interaction of the active compound. Besides the util-

ty in pharmacology and biological field, the effect induced by
he drug on the permeability and on the fluidity of lipid bilayer
as certainly provided useful information for the encapsulation
fficiency and stability of the liposomal formulation, suggesting
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Fig. 3. Images of modified-liposomes (DOTAP/UDCA mixed vesicles);

he possible application of AFM in the pharmaceutical liposo-
al technological characterization. For this aim, Ramachandran

t al. [97] used the AFM to study the physico-chemical charac-
eristics of cisplatin-encapsulated liposomes. In particular, the
nformation about the liposome-drug formulation was obtained
sing AFM height mode image (tapping mode) and analysing
he AFM force mapping (in particular the force-curves). In fact,
FM force curves made possible a semiquantitative estimation
f cisplatin encapsulation and showed that the cisplatin-loaded
iposomes were stiffer than unloaded ones. These data provided
mportant details about the stability of the liposomal formula-
ion and demonstrated the versatility of AFM to characterize
iposome-drug formulation.

.2. Liposomes as gene carriers

During the past 20 years, more than 400 clinical studies in
ene therapy have been described. Gene therapy is identified
ith the procedures used to insert the exogenous genetic mate-

ial (DNA, mRNA, oligonucleotides) into cells or tissues to cure
disease or to improve associated symptoms [98]. Really, the

ene therapy starts with the choice of therapeutic gene but the
ost critical objective is the success in the gene transfer to the

arget tissue. Liposomes, in particular the cationic ones, have
ecome one of the most studied non-viral vectors frequently used
n human gene therapy studies [99–102]. The ability of cationic
iposomes to mediate transfection was attributed to the intrin-
ic properties of these systems, like a spontaneous electrostatic
nteraction between the positively charged vesicles and the nega-
ively charged plasmid DNA (and oligonucleotides) that ensures
n efficient condensation of the nucleic acids. Modifying the
ipid composition, the formed liposomes/nucleic acid complex
an exhibit an appropriate charge that enhance the possibility of
ellular uptake; in the case of cationic liposomes both fusion and
ndocytosis have been proposed as mechanisms for the DNA or
ligo uptake [103]. To efficaciously use these systems for in vivo
ene transfer, the aspect and the physico-chemical properties of
he liposomes/DNA complex must be clarified.

Liposomes/DNA complexes are usually called lipoplexes.
everal studies indicated that the formation of these lipoplexes

xtensively depends on factors such as the lipid composition,
he molar ratio between liposomes and gene materials, [also
escribed as charge (+/−)], the time of contact, the concentra-
ion, the temperature and the environment of reaction [104–107].

c
i
f
o

gative stain electron microscopy and (b) a 3D-view of AFM topography.

Several biophysical approaches have been used to elucidate
he ultra-structure of the lipoplexes. In addition, in this case,
FEM and Cryo-TEM were applied to evaluate the lipoplex
ormation. In the last twenty years, several structures were
iscussed; fluorescent analysis, X-ray diffraction studies and
mall-angle X-ray scattering measurements (SAXS) suggested
hat during the liposome/DNA interaction, DNA can be sur-
ounded by lipid bilayer or more fused liposomes organized in
tructures called “bead on string” [108], “spaghetti meatball
omplex” [109], “rod-shaped” assembly [110]. In particular,
ryo-TEM reveals the formation of new re-organized multi-
amellar structures [111–113]. Recently, the application of AFM
ave a relevant contribution to the knowledge of the complex for-
ation. Firstly, to correctly evaluate the morphology of lipoplex,

iposomes and plasmid DNA must be separately examined. In
he last years, cryo-TEM was used to visualize the plasmid
NA. The main drawback in the cryo-TEM analysis on nucleic

cid seems to be the manifest tendency of these molecules in
voiding thin areas of the solution film. A thin layer of the solu-
ion is required for the satisfactory visualization of DNA [114].
FM provides excellent possibilities of deeply describing the

tructure of nucleic acid at a high resolution level [115–117].
o examine the lipoplex formation, Oberle at al. [118] visu-
lized the structural state of the plasmid DNA: considering
he appearance of plasmid, they can exactly describe the con-
ensing effect of amphiphilic lipid, excluding that the observed
tructure could be ascribed to the plasmid ones. To visualize
he distinct steps involved in the amphiphile/plasmid complex
ormation, the authors carried out the experiments under equi-
ibrium conditions, using a film balance approach (monolayer
xperiment). With this original approach, the identified mecha-
ism of complex formation was described by observing the most
tudied amphiphilic vesicles/plasmid interaction. They demon-
trated that, firstly amphiphile/plasmid complexes involved the
nteraction between plasmid and lipid monolayer; only subse-
uently, lipids surrounded single plasmid. These structures were
nstable and tended to aggregate in larger fused complexes.

Also van Groll et al. [119] using AFM described the impor-
ance of DNA topology in gene transfer. They evaluated the
fficiency of a commercial liposome mediating transfection by

ircular and linear DNA. Liposome/DNA complexes, visual-
zed using AFM, showed different organizations that account
or the disparity in the ability of gene transfer. AFM images
f liposome/circular DNA complexes described compact aggre-
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ig. 4. AFM images under water and by non-contact mode of (a) DNA (
C/DDAB/DOPE liposome/plasmid pCMV� complexes at ratio 10:1 (nmol of

ates that were very efficient of transfecting the Vero cells. On
he contrary, using linear DNA, the necklace-like structures that
xhibit low transfection efficiency were observed.

Besides, AFM has proven to be useful in imaging and clarify-
ng how the factors such as composition, liposome/DNA molar
atio, size, etc. can affect the assembly and the geometry of the
ipoplex and the relative gene transfection ability.

In the last 5 years, our research group studied the for-
ation mechanism of lipoplexes and also of liposome/oligo

omplexes using the non-contact AFM approach. First, we stud-
ed how the liposome composition influences the packing and the
rganization of liposomes/DNA complexes and then their trans-
ection efficiency [120]. An example of AFM images of plasmid
CMV� and well-characterize complexes with liposomes
repared using phosphatidilcoline (PC), dimethyldioctadecy-
ammonium bromide (DDAB) and/or 1,2-dioleoyl-sn-glycero-3
hosphatidylethanolamine (DOPE) at ratio 10:1 (nmol of
ipid:�g of DNA) was reported in Fig. 4. At this complex ratio,
C/DDAB liposomes coated DNA forming the necklace-like
tructure while the complex formed between PC/DDAB/DOPE
iposomes and the plasmid appeared more large and compacted.
hese particular lipoplex morphology and size were correlated

ith the optimal DNA transfer ability showed by commonly

ationic liposomes prepared in presence of a co-lipid (DOPE).
ore recently, using AFM, we have well-imaged a new formu-

ation proposed for gene transfer and the related complex with

o
t
f
t

id pCMV�), (b) PC/DDAB liposome/plasmid pCMV� complexes and (c)
�g of DNA). For the abbreviations see text.

ligonucleotides [121]. Not only the AFM images supported the
R MAS NMR data describing the structure and the stability of
ew formulation, but provided the information about the oligo
nteraction showing the formation of large clusters not referable
oth to liposomes or oligos previously described [122].

Also Wangerek et al. [123] using the AFM approach clarified
he role in gene transfer of the type of cationic lipid com-

only used in liposomal formulations. The starting point of this
esearch was the evidence that high transfection efficiencies in
euronal immortalized cell lines were achieved especially with
ultivalent cationic liposomes, while monovalent cationic lipo-

omes optimally transfected primary neuronal cell. The AFM
mages of lipoplexes obtained by four different commercial lipo-
omal formulation and plasmid DNA demonstrated that more
ompact globular structures were formed by multivalent cationic
iposomes than by monovalent liposomes. These data confirmed
hat a strong correlation between the geometry of complex and
he mechanism of cellular uptake exists.

Different authors correlated the complex morphologies
btained mixing cationic liposomes and DNA at different
olar ratio with their ability in gene transfection. Using AFM,
awaura et al. [124] demonstrated that not all the structures

bserved mixing liposomes prepared with new cationic choles-
erol derivatives and DNA at different molar ratio were suitable
or gene transfection. In a following study, the authors correlated
he size of complexes and the gene transfer in order to demon-
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trate that only the complexes with a moderate average diameter
ere more efficient for gene transfection by endocytosis [125].

n a related study, Noguchi et al. [126] evaluated the difference
etween liposome/DNA and liposome/protamine/DNA com-
lexes. Elaborating the AFM images, they demonstrated that the
iminished size of the complex produced by protamine facili-
ated the endocytosic uptake and also the nuclear translocation
f gene. Sakurai et al. [127] confirmed that an optimal lipo-
ome/DNA molar ratio for efficiently gene transfer exists: at
his ratio, the AFM images showed that the plasmid DNA was
ompletely covered by the liposomes that fused or aggregated
n structures with large size. Using similar approach Almofti
t al. [128] confirmed the ability of DNA to induce liposome-
iposome fusion, which involved the formation of large lipid
tructures able to transfer the nucleic acid. On this basis, the
uthors hypothized that large lipoplexes cannot follow this route
ithout a previous fusion with the cell membrane, although the

ndocytosis pathway is the main way for lipoplex entry into the
ells.

The AFM approach was recently used to correlate the geome-
ry of lipoplexes with a kinetic parameter such as the incubation
ime of DNA with liposomes [129]. The paper well-describes
he type of lipoplexes observed incubating liposomes and DNA
t different molar ratio and their change during the incubation
ime. Also the composition of medium plays an important role
n lipoplexes stability. In a recent study, the AFM images of
ipoplexes in different medium help to clarify their stability and
bility in gene transfection [130].

In addition, the less studied anionic liposomes/DNA com-
lexes were imaged with AFM. In particular, Mozafari et al.
131] described the complexation obtained between anionic
ultilamellar liposomes and DNA by the mediation of divalent

ation Ca2+. The presence of Ca2+ was necessary for the charge
eutralization of DNA that subsequently collapsed into packed
orm leading fusion of phospholipid vesicles [132,133]. Using
FM, the authors visualized the aggregated/semifused vesicles

ormed when the complexation occurs in the presence of Ca2+,
onfirming the fusogenic action of DNA/Ca2+ complex.

. Conclusion

Owing to the safety properties and the efficacy as drug
ehicle, liposomes are considered one of the most impor-
ant nanocarriers which can be use to protect, formulate and
electively deliver the drugs to the target cells. The liposome
haracterization was the first step in the evaluation of the
resent and coming applications. Particularly, the microscopical
pproach provides more information about the morphology, the
ize distribution and the superficial properties affecting the inter-
ction with drugs, genetic materials, imaging agents, etc. In this
ontext, AFM has recently become an essential tool in liposome
nd liposome-drug or liposome/DNA evaluation. Using this
icroscopical technique and, in particular, the tapping and the
on-contact mode approach, liposomes are well-imaged in air,
t room temperature, without any sample manipulation. Initially
FM was applied to describe liposome morphology. Currently,

he AFM application in liposome characterization remains an
73 (2007) 12–22

nnovative and rapidly growing field of research, as the last
ecently reported citations demonstrated. Imaging liposomes
n three-dimensional resolution, AFM was sufficiently able to
rovide important information concerning the surface modifi-
ations. Thus, this microscopical technique describes both the
ensity and the spatial distribution of ligands such as polymer,
eptides, and antibody anchored to liposome and able to exert
site-specific delivery. Additionally, AFM has the capability to
xplain the interaction between the lipid carriers and the active
ubstances. In particular, this technique was applied to investi-
ate the nature of liposome/DNA interaction and to clarify the
roperties of lipoplexes affecting the transfection ability, such as
he morphology, the size distribution and the stability. The rapid
nd continuous evolution of the AFM procedure in biological
nd biomedical field will allow the current applications to be
ptimised and new approaches to be developed. Force measure-
ent, for example, is an interesting approach able to provide

mportant information about the elastic, chemical and adhesion
roperties of liposomes.
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bstract

Interference effects in CALUX measurements were studied. 2,3,7,8-TCDD and PCB 126 solutions were added, according to an experimental
esign, to the genetically modified cells. CALUX responses were measured for pure solutions of each of these pollutants, for their mixtures and

or successive additions where the first added pollutant is removed after 4 h and replaced by medium solution, the same pollutant or the other one.
t appeared that in cases where the cells were exposed to TCDD and PCB 126 in series, additivity was obeyed. This was not the case when the
ollutants were added to the cells simultaneously as these results show antagonistic effects.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Chemical activated luciferase gene expression (CALUX) is
method based on the reactivity of dioxins, dioxin-like com-

ounds (such as coplanar PCBs) and PAHs (not considered
s dioxin-like compounds) with the Aryl hydrocarbon Recep-
or (AhR) and afterwards of that substrate–receptor complex
ith the dioxin response elements (DRE) in the cell nucleus

e.g. Refs. [1–3]). It is well-known that at the same concentra-
ion, the different dioxin and PCB congeners have a different
ALUX response according to their relative equivalent potency

REP). The quantification of those compounds is therefore
xpressed in CALUX-TEQ values being a number of 2,3,7,8,-
CDD equivalents, since the calibration is performed relative to
,3,7,8,-TCDD.

When complex mixtures of dioxins and PCBs are measured

ith a CALUX method, the overall result is often not the sum
f the individual responses but lower (antagonistic effects) or
igher (synergetic effects) [4]. In fact, previous studies have
ndicated that the ligand binding to the AhR is rather irreversible

∗ Corresponding author. Tel.: +32 2 629 32 63; fax: +32 2 629 32 74.
E-mail address: wbaeyens@vub.ac.be (W. Baeyens).
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oi:10.1016/j.talanta.2007.03.009
5]. This means that once a ligand has bound to the receptor, it
s generally not replaced by another one. Hence, kinetic effects
re more important than equilibrium effects on the time scale
f CALUX experiments, observation that Brown et al. [5] also
eported.

Non-additive effects are naturally very important regarding
he analysis of a sample containing a large spectrum of dioxins
nd dioxin-like compounds [6,7]. Until now appropriate sample
lean-up procedures, including silica, alumina and/or carbon
olumns, are applied to quantify the amounts of dioxins and
ioxin-like PCBs in a given sample [6]. However, the signifi-
ance of the global dioxin-like activity of a sample measured
y CALUX (the global TEQ-value of a sample extract added
o the genetically modified cells without any clean-up), versus
he sum of the various individual AhR ligand activities (sum of
EQ-values of the various clean-up fractions such as the dioxins
nd dioxin-like PCB fractions) is still a matter of debate. Since
here are not yet many studies dealing with this problem, we
ompared the CALUX responses obtained when TCDD or PCB
26 are added simultaneously with those obtained when one of
oth is added with some delay. Delayed spiking, which means

dding the different clean-up fractions of a sample to the cells
ith some time interval, may eventually reduce the interferences

nd will also help us to better understand the potential activity
f a sample.
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. Methods and materials

.1. Preparation of the cells for CALUX analysis

The mouse hepatoma cell line (H1L6.1c3) that had been
tably transfected with the AhR-responsive firefly luciferase
eporter plasmid pGudLuc 6.1, was supplied by Xenobiotic
etection Systems Inc. (USA). Cells were cultured in a medium
f phosphate buffered saline with l-Glutamine (Gibco, UK),
upplemented by 8% fetal bovine serum (Hyclone Laborato-
ies, Utah, USA), 45.5 units/mL of penicillin and 45.5 units/mL
treptomycin (Gibco, UK), at 37 ◦C and 5% CO2 in an atmo-
phere saturated with water. For the CALUX bioassay, 96-well
ulture plates were seeded with 200 �L of cell suspension at a
ensity of 8.104 cells/mL. For further details, see Windal et al.
6].

.2. Dosing the cells

After 20–24 h of incubation, the medium of the cell sus-
ension was removed from each well of the dosing plate and
eplaced with 200 �L medium containing 2 �l of each added
ollutant (TCDD or PCB 126 in DMSO). At the same time
CDD in DMSO (25,000, 12,500, 6250, 3125, 1562, 781, 391,
95, 98 and 49 fg TCDD/�L in DMSO) were analyzed to gen-
rate the calibration curve (Fig. 1). A concentration of 781 fg
CDD/�L DMSO is used as verification standard solution. For

urther details we refer to Windal et al. [6].

.3. Experimental design

Concentrations of 10−7 M and 10−8 M PCB 126 and
.43 × 10−9 M TCDD in DMSO were added to the cells. As
n each well 2 �L of the DMSO solution was added to 200 �L
edium, the cells were exposed to 10−9 and 10−10 M PCB 126
nd 2.43 × 10−11 M TCDD. These concentrations were chosen
ecause (1) below 10−8 M PCB 126 in DMSO no result or influ-
nce on TCDD was observed; (2) above 10−7 M PCB 126 in

ig. 1. Calibration curve of standard solutions of 2,3,7,8-TCDD. Relative light
nits (RLU) vs. the logarithm of the 2,3,7,8-TCDD concentration.
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MSO the obtained signals were too high and became irregular
nd (3) the dioxin-like activity of 10−7 M PCB 126 in DMSO
s almost equal to that of 2.43 10−9 M TCDD (it is the same as
he verification standard solution).

Four series of experiments were carried out. The first series
experiments 1–5 and 13) were carried out according follow-
ng sequence: one or a mixture of pollutants were added to the
ells of the incubation plate and the cells were incubated for
h, then all solutions were removed from the wells and medium

olution, the same or the other pollutant were added and incuba-
ion continued up to 24 h; in the second series (experiments 6, 9
nd 10) one or a mixture of pollutants were added to the wells
f the incubation plate and the cells were incubated for 24 h;
n the third series (experiments 7 and 8) one pollutant (double
oncentration in half of the normal volume) was added to the
ells of the incubation plate and the cells were incubated for
h, then the other pollutant (also double concentration in half
f the normal volume) was added (after the addition, both pollu-
ants were again at their normal concentrations) and incubation
ontinued up to 24 h; in the fourth series (experiments 11 and
2), medium solution was first added to the wells of the incuba-
ion plate and the cells were incubated for 4 h, then this solution
as removed from the wells and one pollutant was added and

ncubation continued up to 24 h.

. Results and discussion

The results obtained from the CALUX experiments (a sum-
ary is shown in Table 1) with the higher PCB 126 concentration

C = 10−7 M in DMSO) allow us to make the following obser-
ations:

.1. Only one compound is incubated

The signal observed when PCB 126 was incubated for
h (experiment 1), is significantly lower at the 1 and 5%

evel than when PCB 126 is incubated for 24 h (experiment
); t-test p = 0.001. The same is true when TCDD was incu-
ated instead of PCB 126 (experiments 5 versus 10; t-test
< 0.001).

.2. During incubation one compound is replaced by the
ther one

When first PCB 126 was incubated for 4 h and then removed,
ollowed by an addition of TCDD (experiment 2), the signal is
tatistically not different from that obtained when first TCDD
as incubated for 4 h and then replaced by PCB 126 (experiment
; t-test p = 0.182).

When first PCB 126 was incubated for 4 h and then removed,
ollowed by an addition of TCDD (experiment 2), the result
oes not statistically differ from the sum of the signals of PCB
26 after 4 h of incubation (experiment 1) and TCDD after 20 h

ncubation (experiment 12; t-test p = 0.095). The same conclu-
ion can be drawn when comparing the response of experiment
with those of experiments 5 and 11 (t-test p = 0.189). This

uggests that when TCDD and PCB 126 were not present as
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Table 1
Overview of the CALUX experiments

0 h 4 h 24 h n m pg CALUX-TEQ CI

(1) Add PCB Remove PCB, add medium Measure 2 4 PCB-7:0.89 0.06
2 4 PCB-8:0

(2) Add PCB Remove PCB, add TCDD Measure 2 4 PCB-7: 2.33 0.16
2 4 PCB-8: 1.62 0.83

(3) Add TCDD Remove TCDD, add PCB Measure 2 4 PCB-7: 2.12 0.30
2 4 PCB-8: 1.03 0.16

(4) Add PCB and TCDD remove PCB and TCDD, add medium Measure 3 6 PCB-7: 1.63 0.48
3 6 PCB-8: 1.04 0.10

(5) Add TCDD Remove TCDD, add medium Measure 2 4 0.78 0.02

(6) Add PCB Measure 4 8 PCB-7: 1.67 0.15
2 4 PCB-8: 0.37 0.08

(7) Add PCB (in half of medium) Add TCDD (in half of medium) Measure 5 10 PCB-7: 1.14 0.22
5 10 PCB-8: 0.92 0.10

(8) Add TCDD (in half of medium) Add PCB (in half of medium) Measure 4 8 PCB-7: 1.24 0.24
5 10 PCB-8: 0.98 0.22

(9) Add PCB and TCDD Measure 3 6 PCB-7: 1.21 0.12
3 6 PCB-8: 1.01 0.40

(10) Add TCDD Measure 8 16 1.45 0.07

(11) Add medium Remove medium, add PCB Measure 2 4 PCB-7: 1.53 0.10
2 4 PCB-8: 0.31 0.14

(12) Add medium Remove medium, add TCDD Measure 4 8 1.58 0.07

(13) Add TCDD Remove TCDD, add TCDD Measure 4 8 2.42 0.15
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CB-7 (PCB-8) is a solution of 10−7 M (10−8 M) PCB 126 in DMSO. The resul
is the number of repeated measurements per experiment and CI is the 95% co

ixtures but removed and replaced, the signals are similar to
he addition of the individual pollutant responses.

When TCDD was incubated for 4 h and then removed, fol-
owed by an addition of TCDD again (experiment 13), the
esponse does not significantly differ from the one observed
hen TCDD was replaced by PCB 126 in one of the procedure

teps (experiments 2 and 3; one way ANOVA p = 0.077). This
upports that there is no interference effect caused by TCDD or
CB 126 when one pollutant solution is removed and replaced
y the other one.

.3. Mixtures are incubated

When we consider mixtures of pollutants, the responses
re much more complex to understand. When PCB 126 and
CDD were added simultaneously and removed after 4 h (exper-

ment 4), the signal is not statistically different than when
his mixture of pollutants was incubated for 24 h (experiment
; t-test p = 0.092). When PCB 126 and TCDD were added
ith 4 h difference and were not removed (experiments 7 and
), the responses are similar (t-test p = 0.504). When a mix-
ure of pollutants was added at the start of the experiment

experiment 9) or if both pollutants were added with a delay
f 4 h, hence no pollutant was removed after 4 h (experi-
ents 7 and 8), similar results are observed (one way ANOVA
= 0.759).

b
6
p
s

g CALUX-TEQ are mean values, n is the number of independent experiments,
nce interval of the mean

More remarkable are the low signals observed: there is no
dditivity noticeable and the responses are always lower at the 1
nd 5% level than for successive additions when the first added
ollutant is removed after 4 h and replaced by the other one
experiment 9 compared to experiments 2 and 3) but even in case
hen only one of the individual pollutants was added (experi-
ent 9 compared to experiments 6 and 10; one way ANOVA
< 0.001). This means that important antagonistic effects occur
hen there was no removal step of TCDD and/or PCB 126

Pairwise Multiple Comparison Procedure Holm–Sidak method:
roup 6 versus 9 p < 0.01; group 6 versus 10 p < 0.001; group 9
ersus 10 p = 0.007).

.4. Replacing the cell medium during incubation

To be sure that deleting the cell medium after 4 h of incuba-
ion and replacing it by a new cell medium had no adverse effect
n the cell culture, experiments 11 and 12 were carried out.
ell medium was added to the cells and removed after 4 h of

ncubation. Then either PCB 126 or TCDD were added and the
ncubation continued up to 24 h. Comparing these results to the
esults observed for pure solutions of PCB 126 or TCDD incu-

ated during 24 h show no statistical differences (experiment
versus 11; t-test p = 0.230 and experiment 10 versus 12 t-test
= 0.051), although in the latter case, the p value is borderline

ignificant.
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.5. Experiments with the lower PCB 126 concentration

A more limited number of experiments with the lower PCB
26 concentration (10−8 M in DMSO) were carried out. These
xperiments confirm the result observed with the higher PCB
26 concentration:

1) The lower PCB 126 concentration yielded low CALUX
activity, but there is still a difference between 4 and
24 h incubation (not measurable for a 4 h incubation—
experiment 1, and 0.37 pg CALUX-TEQ for a 24 h
incubation—experiment 6);

2) there is no significant difference between 20 and 24 h incu-
bations (experiment 6 versus experiment 11);

3) incubations of mixtures of TCDD and the lower PCB 126
concentration for 20–24 h (experiments 7, 8 and 9) yield
similar results as the incubation of the same mixture for 4 h
(experiment 4) and the incubation of TCDD for 4 h and its
replacement by the lower PCB 126 concentration up to 24 h
(experiment 3);

4) only experiment 2 when first the lower PCB 126 concentra-
tion was incubated for 4 h and then replaced by TCDD for
the next 20 h (experiment 2), shows a result which is signifi-
cantly higher than all the other ones involving the lower PCB
126 concentration. In all experiments with the lower PCB
concentration and where TCDD was incubated for at least
20 h, the results were significantly higher when successive
additions were applied (experiment 2) than for mixtures of
TCDD and PCB 126 (experiments 7, 8 and 9).

It is clear that in the experiments where one compound is
eplaced by another one, additivity is observed. Moreover, as
inetic effects are more important than equilibrium effects and
hese pollutants bind irreversibly to the receptor [5], it is only the
ollutant fraction remaining in the medium that is removed after

h. When the second pollutant is added to the cells, there is no or
inimal interaction with the first compound which is irreversibly

ound. When a mixture of pollutants is present in the medium,
he compounds seem to interact, causing antagonistic effects.

[

a 73 (2007) 185–188

. Conclusion

In all experiments where no mixture of pollutants in the
edium solution was present, additive effects are observed. This

s also valid for experiments where the initially added pollutant
as removed after 4 h of exposure to the cells and replaced by

he other one. In all these cases the order of addition of PCB 126
nd TCDD was of no importance. When a mixture of pollutants
f PCB 126 and TCDD was added to the cells, the signals are
ore complex and show antagonism.
The results of these experiments show that delayed spiking

an be helpful in analyzing mixtures of dioxins and dioxin-like
ubstances and eventually may reduce antagonistic effects. This
spect should be further investigated on real samples.
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a Laboratory of Inorganic and Analytical Chemistry, School of Chemical Engineering, National Technical University of Athens,

Iroon Polytechniou 9, 157 73 Athens, Greece
b Department of Pharmacy, Division of Pharmaceutical Chemistry, University of Athens,

Panepistimiopolis, Zografou, 157 71 Athens, Greece

Received 30 November 2006; received in revised form 7 March 2007; accepted 7 March 2007
Available online 14 March 2007

bstract

The retention behaviour of selenites (Se(IV)), selenates (Se(VI)), seleno-dl-methionine (Se-Met), selenocystine (Se-Cyst), selenocystamine
Se-CM) and selenourea (Se-U) was investigated using a Discovery end-capped reversed-phase column as stationary phase and different mobile
hase conditions. Extrapolated to 100% aqueous mobile phase retention factors (log kw) of the investigated Se species, determined using different
ethanol fractions (ϕ) as organic modifier, were compared with the corresponding actual values. The proper operation of this column even at

00% aqueous phase proved to be valuable for the accurate determination of log kw values of Se-CM and Se-Cyst, presenting a convex curvature
og k = f(ϕ) at low MeOH fractions, often neglected in the extrapolation procedure. The effect of the presence of n-decylamine as well as saturation
f the mobile phase with n-octanol was also studied. For ampholytic Se-Met and Se-Cyst the effect of n-decylamine in retention reflected the
redominance of zwitterionic nature in the case of Se-Met in contrary to the non-zwitterionic species found in the case of Se-Cyst, in accordance
ith our previous findings concerning partitioning experiments in the n-octanol/water system. Finally, an attempt was made to correlate log kw
alues with the logarithm of n-octanol/water distribution coefficient, log D, of the investigated Se species and an indicative log D value of Se-U
as derived.
2007 Elsevier B.V. All rights reserved.

eywords: Lipophilicity; Extrapolated retention factors log kw; Reversed-phase liquid chromatography; Mobile phase additives; Logarithm of distribution coefficient
og D; Selenium speciation
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. Introduction

The importance of selenium to human health has been well
stablished [1–3]. As an anti-cancer agent, Se has become
he subject of great research in recent years [3–7]. Anti-
xidative activity as well as cancer chemoprevention have been
ssociated mainly with organoselenium compounds, among oth-
rs selenoaminoacids, such as selenomethionine (Se-Met) and

elenocystine (Se-Cyst), while inorganic selenium salts, selen-
tes (Se(IV)) and selenates (Se(VI)) have also been tested [3–7].
he dietary considerations of Se along with the cancer preventa-

∗ Corresponding author. Tel.: +30 210 7723094; fax: +30 210 7724039.
E-mail addresses: tsantili@pharm.uoa.gr (A. Tsantili-Kakoulidou),

xenki@central.ntua.gr (M. Ochsenkühn-Petropoulou).

p
i
t
b
a
m
i

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.03.006
ive considerations have led to a widespread use of commercially
vailable Se supplements [3,8,9]. However, despite the great
fforts for Se speciation in Se supplements and foods [10,11],
he chemical form of Se which can achieve best nutritional effect
till remains an open question [12]. As bioavailability, toxicity
nd chemopreventive activity of selenium is species-dependant,
ach selenium compound is absorbed differently by the human
ody and has a different bioaccumulation tendency.

Lipophilicity, as expressed by the logarithm of octanol/water
artition or distribution coefficient, log P or log D, respectively,
s of paramount importance in several absorption, distribu-
ion, metabolism and elimination (ADME) aspects, influencing

ioaccumulation tendency, bioavailability, pharmacological
ctivity and toxicological profile [13–15]. From an environ-
ental point of view, lipophilicity influences to a great extent

ssues concerning risk assessment and the fate of chemicals
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The saturation with n-octanol was achieved by gentle mixture
of the mobile phase with n-octanol in a separation funnel and
overnight allowance. The pH value of all buffers was adjusted at
28 F. Tsopelas et al. / Ta

n the environment [16]. Furthermore, the Physical Chemistry
xpert Group of the Organization for Economic Cooperation
nd Development (OECD) has drawn up a test guideline for
he determination of lipophilicity of new chemicals, as part of

minimum pre-marketing set of data (MPD) [17]. However,
ery few relevant experimental data are available for Se species
18]. Consequently, the value of Se as atom type or fragment
s not incorporated in most software programmes used in drug
esign, which predict log P of chemical compounds as a sum of
ipophilicity of their individual atoms or fragments, respectively,
nd when Se is included the predictions are rather unreliable
18]. Furthermore, the traditional shaking flask method for direct
artitioning experiments is tedious, time-consuming and it can-
ot be applied in case of compounds undergoing degradation.
artition chromatography techniques offer a popular alternative
or measuring lipophilicity, combining insensitivity to impuri-
ies, wide dynamic range and possibility of automation, while
hey are compound sparing [19–29]. The obtained retention
actors, log kw, directly measured or extrapolated to 0% con-
entration of the organic modifier used in the mobile phase, can
e directly correlated to log P or log D via Collander type of
quations [21]. However, the chromatographic conditions used
eed to be further standardized in order the obtained chromato-
raphic indices for each species to be converted into biomimetic
artition coefficients. Some special problems, depending on
he nature of the investigated compounds, can occur, such as
ilanophilic interactions in the partition mechanism especially
n the case of basic compounds [21,25,26]. The problem is par-
ially faced by using stationary phases with reduced silanol
ites, such as end-capped base deactivated silica gel (BDS)
26] or polar embedded RP-Amide with improved perfor-
ance towards acids, bases and zwitterions, widely known as
BZ columns [21], instead of classical octadecyl silica (ODS)

olumns. Other alternative stationary phases involve Discov-
ry end-capped columns which have been used for lipophilicity
tudies as well [25]. The addition of masking agents, such as
-decylamine, in the mobile phase is a popular way to reduce
ilanophilic interactions [21,26]. More recently, the use of n-
ctanol as mobile phase additive is also recommended by some
uthors, although its role has not been fully understood. One
ssumption is that during equilibration it associates with sta-
ionary phase as a lipophilic component providing additional

asking of the free silanols and an octanol-like character in
espect to hydrogen bonding capability of the stationary phase
21,25,26].

In this work, the retention behaviour of selenites (Se(IV)),
elenates (Se(VI)), seleno-dl-methionine (Se-Met), selenocys-
ine (Se-Cyst), selenocystamine (Se-CM) and selenourea (Se-U)
as investigated by using a Discovery end-capped BIO Wide
ore RP-18 reversed-phase column as stationary phase. The
ffect of MeOH as organic modifier, ionic strength and the
resence of n-decylamine and n-octanol as mobile additives in
he retention of the investigated Se species were also studied.
inally, the retention factors of the six investigated Se species
ere compared with the corresponding octanol–water log D val-
es determined in our previous study [18] and an indicative value
f log D of Se-U was proposed.
73 (2007) 127–133

. Experimental

.1. Instrumentation

The investigation of the retention behaviour of the investi-
ated Se species was performed using a high performance liquid
hromatography (HPLC) system, including a Knauer K-1001
PLC gradient pump with K-1500 degasser and solvent orga-
izer (Model Wellchrom) and a Knauer K-2501 UV–Vis detector
180–800 nm). As stationary phase, a Discovery end-capped
IO Wide Pore RP-18 (Supelco, USA, 150 mm × 4.6 mm i.d.,
�m particle size) column was used. The flow rate was adjusted
t 0.8 ml min−1 and an injection loop of 100 �l was selected.
he investigated Se species were detected at 205 nm, while

he detection of KMnO4 was performed at 530 nm. For the
election of the appropriate wavelength for the UV detec-
or of the HPLC system, the scanning of the UV spectra of
he individual Se species into each eluent was carried out
ith the Cary 1 E spectrophotometer (Varian). Chromato-
raphic data were processed with the software Eurochrom 2000
ersion 2.05 (Knauer). High purity water (HPW) for the prepa-

ation of eluents was obtained using a Millipore Simplicity
ystem.

.2. Reagents

All reagents were of analytical grade. KH2PO4, KMnO4,
aCl and KCl were purchased by Merck, Na2HPO4 by Carlo-
rba and concentrated H3PO4 (85%) by Riedel de Haen.
orking solutions in the range of 10–30 mg Se l−1 of sodium

elenite, Na2SeO3 (Riedel de Haen), sodium selenate, Na2SeO4
≥98%, Fluka Chemika), seleno-dl-methionine (≥99%, Fluka
hemika), l-selenocystine (98%, Acros Organics), selenocys-

amine dichloride (Sigma) and selenourea (≥99%, Aldrich)
ere daily prepared by dissolving the necessary amount of

ach compound in each eluent used in the chromatographic
ystem. As mobile additives, n-decylamine (≥99.5%, Fluka
hemika) and n-octanol (≥99.5%, Fluka Chemica) were used.
ll reagents were supplied from Chemilab (Athens, Greece),

xcept for l-selenocystine, which was bought from Tech-line
Athens, Greece).

.3. Analytical procedure

Mobile phases consisted of the following buffer or methanol
uffer mixtures:

. 0.13 M KH2PO4/Na2HPO4 + 0–22% MeOH, pH 7.0;
B. 0.13 M KH2PO4/Na2HPO4 + 0.027 M KCl + 0.137 M NaCl,

pH 7.0;
C. 0.13 M KH2PO4/Na2HPO4 + 0.20% n-decylamine, pH 7.0;

. 0.13 M KH2PO4/Na2HPO4 saturated in n-octanol + 0.15%
n-decylamine, pH 7.0.
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Fig. 1. (a) Presence of degradation product of Se-U in its chromatogram
(concentration of Se-U: 30 �g Se ml−1) using as mobile phase 0.13 M
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MeOH, the retention factors of all the investigated Se species
decreased. This decrease is linear in the case of Se-Met and Se-U
up to 10% and for Se(IV) up to 8% MeOH fraction. For higher
MeOH fractions, a curvature was observed for Se-Met, Se-CM
F. Tsopelas et al. / Ta

.0 using H3PO4, if necessary and mobile phases were filtered
hrough a 0.45 �m filter.

Retention factors were determined at least in triplicate for
ach sample and converted to log k values by means of the Eq.
1):

og k = log

(
tr − t0

t0

)
(1)

here tr is the elution time of each investigated Se species and
0 the column dead time being measured using KMnO4.

.4. Statistical analysis

Linear regression analysis was performed using SPSS Ver-
ion 10.0 for Windows and the following statistical data were
rovided for the obtained regression equations: n is the number
f data points, s the standard deviation, R the correlation coeffi-
ient and F is the Fisher test calculated for a significance level
f α = 0.05.

. Results and discussion

In our previous work concerning lipophilicity study of Se
pecies by the shaking flask method, phosphate buffer, pH 7.0,
ad been used as aqueous phase [18]. Therefore, the same buffer
as also selected for this investigation in order the obtained

hromatographic indices to be comparable with the previously
etermined log D values [18]. On the other hand, methanol is
he most widely used organic modifier for lipophilicity assess-

ent by reversed-phase liquid chromatography [21–29]. In the
resent work, six different concentrations of methanol in the
ange of 1–22% were used to measure isocratic retention. Mea-
urements were also performed without organic modifier since
he Discovery BIO Wide Pore RP-18 column can work prop-
rly even at 100% aqueous mobile phase [30], showing good
eproducibility and shape of peaks in our previous work [31].

In the case of Se-U, a secondary small chromatographic peak,
aving lower retention time than the main peak, was observed
or water rich mobile phases with MeOH fraction up to 5%. This
eak presented in Fig. 1(a) should be attributed to the degrada-
ion of Se-U in the aqueous environment [32,33]. For higher

eOH fractions, at which Se-U eluted close to the dead time,
he two peaks overlapped and they were observed as one non-
ymmetrical peak as shown in Fig. 1(b). It should be mentioned
hat due to this degradation, direct partitioning experiments for
he determination of log D of Se-U could not be performed.

.1. Effect of methanol in retention

According to the Schoenmaker’s model [22,26], the relation-
hip between log k values and MeOH fraction in the mobile
hase, ϕ, is expressed by Eq. (2):
og k = A · ϕ + B · ϕ2 + E
√

ϕ + log kw (2)

here A, B and E are the fitting coefficients and log kw is the
ntercept which corresponds to 100% aqueous phase. The B ϕ2

F
o

H2PO4/Na2HPO4 + 1% MeOH, pH 7.0. The two peaks overlapped (b) by
ncreasing the MeOH fraction to 8%. Detection was carried out using UV
pectrometry at the wavelength of 205 nm.

erm accounts for a curvature at higher organic modifier con-
entrations and the term

√
ϕ accounts for a, usually convex,

urvature observed at low, up to 3%, fractions of the organic
odifier. Using MeOH as organic modifier, for a certain concen-

ration range, a linear relationship log k = f(ϕ) can be expected
or most organic compounds [21–29], following the Snyder’s
inear solvent strength model [22,24–26], expressed by Eq. (3):

og k = −S · ϕ + log kw (3)

Eq. (3) permits the calculation of log kw values, which cor-
espond to 100% aqueous phase and they are considered as
ipophilicity indices, associated with log D. The slope S of the
q. (3) is considered to be related to the specific hydrophobic
rea of the solutes and depends on the chromatographic system
s well.

The effect of MeOH fraction to the retention factors, log k,
f Se(IV), Se(VI), Se-Met, Se-Cyst, Se-CM and Se-U is pre-
ented in Fig. 2. In general, by increasing the concentration of
ig. 2. Effect of the addition of MeOH in the mobile phase to the final retention
utcome of the six investigated Se species.
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Table 1
Retention factors log kw extrapolated to 0% MeOH and the corresponding slopes S of the investigated Se species in comparison with the corresponding actual log kw

values determined using 100% aqueous phase

Se species Extrapolated log kw Slope (-S) Actual log kw values Difference (extrapolated-actual)

Se(IV) −1.65 ± 0.11 0.04 ± 0.03 −1.64 ± 0.09 −0.01
Se(VI) – – −2.38 ± 0.25 –
Se-Met −0.14 ± 0.03 0.05 ± 0.01 −0.13 ± 0.02 −0.01
Se-Cyst −1.45 ± 0.10 0.12 ± 0.03 −1.54 ± 0.09 +0.09
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e-CM −0.13 ± 0.03 0.06 ± 0.01
e-U −0.76 ± 0.05 0.03 ± 0.01

nd Se-U, which should be partly attributed to silanophilic inter-
ctions of the solutes with the stationary phase, behaviour often
bserved in the case of protonated amines. It should be noted
hat silanophilic interactions are less significant at water rich
obile phases, since water molecules may hydrate silanol sites,

cting as masking agent themselves [34]. For Se-Cyst and Se-
M, an additional convex curvature was observed at low MeOH

ractions, due possibly to stationary phase solvation problems
22]. It should be mentioned that the latter curvature is often
eglected in the extrapolation procedure performed using reten-
ion factors obtained at water rich mobile phases and, therefore,
t may be a source of error for the calculation of log kw values.
n order to evaluate this error, extrapolated log kw values were
alculated using data for MeOH fractions from 1 up to 10%.
n Table 1, the extrapolated retention factors log kw with their
tandard deviation and the corresponding slopes S of the inves-
igated Se species along with their statistics are presented. In
ll cases, the correlation coefficients R were found to be very
igh, from 0.997 to 1. In the same Table, actual log kw values
ith their standard deviation determined in absence of MeOH

re also included along with the difference between extrapo-
ated and actual log kw values. In the case of Se(VI), only actual
og kw could be determined since addition of even 1% MeOH
ed to its elution within the dead time. As shown in Table 1,
n excellent agreement between extrapolated and actual log kw
alues for Se(IV), Se-Met and Se-U was obtained, while a small
ositive difference for Se-CM and Se-Cyst was found as a result
f the aforementioned curvature in the log k/ϕ relationship.

Slopes, S, of Eq. (3) may correlate with log kw values if reten-
ion is governed by a uniform mechanism for all solutes. In
he case of the investigated Se species, no correlation between

and log kw was observed, indicating that besides partition
echanism, retention is affected by secondary interactions

mainly concerning hydrogen-bonding or silanophilic interac-
ions) which may differ among the different functional groups
resent in their molecule [35]. It should be noted that the slopes
btained for Se(IV), Se-Met and Se-U are low and fairly parallel.
n the contrary, in the case of Se-Cyst and Se-CM, unexpectedly
igher slopes were obtained.

.2. Effect of the increasing of the ionic strength of the

obile phase

The investigation of the influence of mobile phase ionic
trength to the retention factors, log k, of the investigated

b
(
i
[

−0.20 ± 0.02 +0.07
−0.75 ± 0.03 −0.01

e species, was performed using phosphate buffer saline
PBS), being prepared by addition of 0.137 M NaCl/0.027 M
Cl into the phosphate buffer. No significant difference in

etention was observed for Se species in the present of
lectrolytes except for Se-CM, which exists as doubly proto-
ated species, +H3NCH2CH2Se–SeCH2CH2NH3

+. The slight
ncrease of log kw of Se-CM in the presence of NaCl/KCl
−0.16 ± 0.02 compared with −0.20 ± 0.02 in the absence of
lectrolytes) could be attributed to potential ion pair formation in
ccordance with its corresponding behaviour observed in the n-
ctanol/water system [18]. It should be noted that in our previous
ork [18], the presence of electrolytes in partition experiments

ed to an increase of log D in the case of the acidic solutes Se(IV)
nd Se(VI), as a result of salting out effect.

.3. Effect of the addition of n-decylamine and n-octanol in
he mobile phase

In Table 2, the log kw factors of the six Se species, obtained in
he presence of n-decylamine and n-decylamine plus n-octanol
aturated buffer, are compared with those obtained in the absence
f the two organic additives. Decylamine is considered to act as
asking agent, suppressing silanophilic interactions, while in

ombination with n-octanol, it is assumed to provide a more
ctanol like character to the stationary phase, so that log D val-
es are better reproduced [21,26]. Generally, the presence of
hese mobile phase additives leads to a decrease of retention in
he case of basic and neutral compounds. In fact, the presence
f n-decylamine increased substantially the retention values
f the anionic inorganic species Se(VI) (pKa2 = 1.7) [36] and
e(IV) (pKa1 = 2.46, pKa2 = 7.31) [36], which exist as SeO4

2−
nd mainly as HSeO3

−, respectively, at pH 7.0. This can be
xplained as acidic species may form ion-pairs with protonated
-decylamine with more favourable partition in the hydrophobic
tationary phase, which leads to an increase of their retention.
his is more evident in the case of dianion SeO4

2−. The satura-
ion of the mobile phase with n-octanol does not seem to have any
urther significant impact on the retention of these Se species.
he most interesting observation is the opposite behaviour of

he two ampholytic selenoaminoacids, Se-Met and Se-Cyst by
he addition of n-decylamine with or without saturation of the

uffer with n-octanol. Se-Met has two dissociation constants
pK1 = 2.19, pK2 = 9.05), while Se-Cyst has four correspond-
ng values (pKa1 = 1.68, pKa2 = 2.15, pKa3 = 8.07, pKa4 = 8.94)
36]. In general, the retention behaviour of ampholytes may be
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Table 2
Comparison of actual log kw values of the investigated Se species using as mobile phase aqueous solutions of (a) KH2PO4/Na2HPO4, pH 7.0, (b) KH2PO4/Na2HPO4,
pH 7.0 + 0.2% n-decylamine and (c) saturated with n-octanol KH2PO4/Na2HPO4 + 0.15% n-decylamine, pH 7.0, with the corresponding log D values in the
octanol–water system obtained in our previous work [18]

Se species Actual log kw values log Da [18]

Phosphate buffer Phosphate buffer + 0.2%
n-decylamine

Saturated in n-octanol phosphate
buffer + 0.15% n-decylamine

Se(IV) −1.64 ± 0.09 −1.28 ± 0.06 −1.21 ± 0.06 −1.81 ± 0.15
Se(VI) −2.38 ± 0.25 −1.15 ± 0.06 −1.20 ± 0.06 −2.60 ± 0.20
Se-Met −0.13 ± 0.02 −0.37 ± 0.02 −0.40 ± 0.02 −1.70 ± 0.05
Se-Cyst −1.54 ± 0.09 −1.19 ± 0.06 −1.14 ± 0.05 −2.38 ± 0.17
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corresponding log D ones. In Fig. 3(a), the plot of log D versus
log kw values of Se species in absence of any mobile phase addi-
tive is illustrated. The change of the corresponding log kw values
in the presence of n-decylamine is also depicted in the same Fig-

Fig. 3. (a) Plot of log D vs. log kw values measured in phosphate buffer (�)
e-CM −0.20 ± 0.02 −0.36 ± 0.02
e-U −0.75 ± 0.03 −0.93 ± 0.04

a Mean values obtained by ICP-AES and polarography.

overned by the degree of exposure of their positively or neg-
tively charged group. The log kw value of Se-Met decreased
ignificantly in the presence of the mobile phase additives, in
ontrast with the corresponding substantial increase in the case
f Se-Cyst. This chromatographic behaviour can be explained
n the basis of our previous findings concerning the log D/pH
elationship of the two ampholytes [18]. Especially, log D/pH
elationship of Se-Met was found [18] to follow the bell-shaped
urve with maximum lipophilicity close to its iso-electrical
oint [37,38], implying presence of intramolecular interac-
ion between the charged centres –COO− and –NH3

+. On
he contrary, the U-shaped curve of Se-Cyst with a minimum
ipophilicity close to its iso-electrical points [18], indicates
bsence of such interactions, due perhaps to stereochemical rea-
ons [37,38]. Consequently, the charged anionic –COO− centres
f Se-Cyst are exposed to form hydrophobic ion pairs with
rotonated n-decylamine, leading to the observed increase of
ts retention factor log kw. On the other hand, protonated n-
ecylamine could not form ion-pairs with zwitterionic species
f Se-Met. In this case, it exerted its effect on the stationary
hase acting as a masking agent of the free silanols, leading
o a decrease in retention. Analogous decrease in retention was
bserved in the case of the basic Se-CM and Se-U. The dissocia-
ion constants of these species are not available in literature, but
n the case of Se-CM indicative values (pKa1 = 8.07, pKa2 = 8.98)
ere estimated using ACD Labs software in our previous work

18]. However, the saturation of the buffer with n-octanol in com-
ination with n-decylamine had no considerable further effect
n retention.

.4. Comparison of log kw with log D values

The retention factors, log kw, of the investigated Se species,
easured under different conditions, were compared with their

orresponding octanol/water log D values, determined in our
revious work [18], which are also included in Table 2. For
e(VI) an approximate log D value of −2.6 was considered.
his value is justified by the fact that it was found to be slightly

elow −2.50, at the limit of accuracy for the shaking flask
ethod, while it was increased to −2.45 in the presence of elec-

rolytes [18]. In the case of Se-U no log D data are available, due
o its gradual degradation [32,33], which did not permit direct

a
s
M
m
w

−0.34 ± 0.02 −2.08 ± 0.10
−1.05 ± 0.04 –

artitioning experiments. As observed from the data of Table 2
he log kw values of inorganic selenium species are consistent
ith their corresponding log D values. By contrast, log kw val-
es of organoselenium species are considerably higher than their
nd the effect of n-decylamine in the retention factors of the investigated Se
pecies ( ). (b) Regression analysis of log D = f(log kw) data of Se(VI), Se-

et, Se-Cyst and Se-CM (retention factors of Se(VI), Se-Met and Se-Cyst were
easured using phosphate buffer as mobile phase, while log kw value of Se-CM
as measured using phosphate buffer + 0.2% n-decylamine).
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re with dashed lines. This profile leads to an unsatisfactory data
orrelation (R = 0.679, s = 0.320, F = 2.570). However, if Se(IV)
s not included, an Eq. (4) with satisfactory statistics is obtained,
ssociating actual retention factors determined using phosphate
uffer as mobile phase and log D values.

og D = 0.33(±0.10) · log kw − 1.84(±0.14)

= 4, R = 0.926, s = 0.181, F = 11.96 (4)

Therefore, using Eq. (4) and setting as log kw = −0.75, the
ctanol–water distribution coefficient of Se-U was calculated
o be log D = −2.09. Taking into account that the presence of
-decylamine leads to a better simulation of partition mecha-
ism for basic compounds [21,26], such as Se-CM and Se-U,
he regression analysis was repeated, replacing log kw value of
he weak base Se-CM with those measured in presence of n-
ecylamine. It should be noted that the addition of n-decylamine
s a necessary condition in standard procedures used to deter-

ine log kw values for basic compounds [21,26] and Se-CM
as the only base of the four Se species used for this correla-

ion. Indeed, the obtained Eq. (5) is similar to Eq. (4), but it is
ccompanied with better correlation coefficient.

og D = 0.35(±0.08) · log kw − 1.80(±0.12)

= 4, R = 0.946, s = 0.154, F = 17.18 (5)

The corresponding plot of log D/log kw data correlation
btained by Eq. (5) is illustrated in Fig. 3(b). Using the more
appropriate” value log kw = −0.93 of Se-U, measured in pres-
nce of n-decylamine, its lipophilicity, calculated according to
q. (5), was found to be log D = −2.13. Considering only the

hree organoselenium compounds, Se-Met, Se-Cyst and Se-CM,
further similar equation to Eqs. (4) and (5) was obtained and a
alue of log D = −2.16 for Se-U, close to the previous ones, was
erived. It should be mentioned that the calculated log D values
f Se-U are only indicative since the relevant regression equa-
ions are based on 3 to 4 data points. However, to the best of our
nowledge, this is the first study concerning the determination
f chromatographic indices and their correlation with log D data
or the investigation of lipophilicity of Se species. It is interesting
hat the three Se species with the common property of possess-
ng multiple free charges, Se(VI), Se-Cyst and Se-CM provide
n excellent log D = f(log kw) correlation with R = 0.9999. These
ndings support a common retention mechanism for these Se
ompounds, despite their opposite charges.

. Conclusions

A stationary phase permitting good operation in 100% aque-
us phase, such as the Discovery end-capped BIO Wide Pore
P-18 column, is useful for the accurate determination of log kw

actors, especially in the case of compounds, presenting a con-
ex curvature at low organic modifier fractions, as found for

e-Cyst and Se-CM. The effect of n-decylamine depends on

he ionizable centre present in the molecule, leading to an
ncrease in retention in the case for anionic centres and a
ecrease for basic species. For ampholytic Se-Met and Se-Cyst

[

[

73 (2007) 127–133

he effect of n-decylamine in retention reflects the predominance
f zwitterionic/non-zwitterionic species in accordance with our
revious findings concerning the corresponding log D nature.
inally, a log D indicative value in the range of −2.09 to −2.16

n the case of Se-U can be suggested based on the relationship
etween log D and log kw values obtained from some selenium
pecies.
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bstract

A colorimetric indicator was developed and a colorimetric indicator pad was fabricated for the rapid detection of aldehydes. The detection pad
as two sides: an observation side on top and a barrier on the bottom. The top side contains a reagent which reacts directly with aldehydes to
roduce a color change, while the bottom side is coated with a double-sided plastic tape barrier to prevent the escape of chemicals. Sensitivity
f the indicator pads was determined using the vapor sensitive ASTM F739 technique with the presence of the indicator. A significant indicator
olor change (yellow to red) occurred about 5 min before the infrared analyzer response of the ASTM method. The chemical principle and reaction

haracterization of the test are described. The stability and potential interferences of the indicator pad were also examined by directly spiking
ldehydes and compounds with other functional groups, respectively, onto the indicator pads. The newly developed aldehyde indicator pad should
nd utility in detecting aldehydes in both liquid and vapor phases and in collecting aldehyde permeation through PPE for further study.
ublished by Elsevier B.V.
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. Introduction

Glutaraldehyde is used widely in a variety of industries. In
he chemical industry, glutaraldehyde is used as an intermediate
gent in pesticide synthesis, to tan soft leathers, and to produce
dhesives for electrical products [1]. In the healthcare indus-
ry, glutaraldehyde is used as a cold disinfectant, to process
-ray film, and to fix tissues in microscopy [1,2]. Aldehydes

re strongly irritating to the nose, eyes, and skin, and can cause
llergic contact dermatitis from occasional or incidental occupa-
ional exposure [1–3]. The 1995 ACGIH (American Conference
f Government Industrial Hygienists) short-term exposure limit
STEL)/ceiling for glutaraldehyde is 0.2 ppm (0.82 mg/m3), as
ts recommended exposure limit [4].
Personal protective equipment (PPE), such as chemical-
esistant gloves and protective clothing, is routinely employed
o prevent skin exposure to toxic chemicals in the workplace

∗ Corresponding author. Tel.: + 1 412 386 5201; fax: +1 412 386 5250.
E-mail address: Eav8@cdc.gov (E. Vo).
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039-9140/$ – see front matter. Published by Elsevier B.V.
oi:10.1016/j.talanta.2007.03.014
indicator; Aldehyde detector

5–7]. Chemical-resistant gloves are typically selected based
n manufacturers’ recommendations. However, many work-
lace variables influence glove performance, including flexing,
ncreased temperature, mixtures of two or more chemicals, and
ifferences among glove manufacturers [8–10]. Limited labora-
ory test data cannot address all these variables [8–11].

There is a pressing need for sensors or indicators that can
e worn inside or beneath the PPE barrier to warn the user
hat a chemical breakthrough has occurred and the user needs
o change the PPE. These sensors or indicators would also be
aluable training tools for users and provide information to
ndustrial hygienists on proper glove selection. However, very
ew technologies exist that are amenable to this application. Most
ethods used for the detection of aldehydes do not have the

equired sensitivity or are too bulky to wear underneath gloves
r protective clothing. Chemically sensitive indicator pads have
hown potential for this application [12–17]. Other promising

echnologies include fiber optic sensors and conducting polymer
lectrodes sewn into protective clothing [18,19]. Regardless of
hat detection methodology is used, a chemically sensitive layer

s required and additional research in this area is needed.
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Several aldehyde indicator compounds have been devel-
ped, using Jones oxidation [Cr(VI)] [20], Schiff’s reagent
p-rosanaline hydrochloride) [21], 2,4-dinitrophenylhydrazine
eagent [20,22], and sodium sulfite (SerimTM Research Corp,
lkhart, IN and ComplyTM 3 M Health Care, St. Paul, MN).
hese compounds provide aldehyde classification tests in

he liquid rather than the vapor phase [20–22]. In addition,
hromium(VI) has a history as a cancer suspect agent [23] while
,4-dinitrophenylhydrazine needs a few minutes to develop a
olor characteristic in the detection system [20]. On exposure to
ldehydes, Schiff’s reagent changes color from dark-purple to
ight-blue, so it is hard to distinguish the color change of the indi-
ator pad in the vapor phase. We report here a new development
f a colorimetric indicator to detect and collect glutaraldehyde
nd alkaline glutaraldehyde in both liquid and vapor phases.

. Experimental methods

.1. Chemicals, pad materials, and other apparatuses

Unless otherwise specified, the starting glutaraldehyde,
ethanol, glycerol, methyl red, alkaline glutaraldehyde solu-

ions, sodium hydroxide, and other solvents used for this study
ere obtained from a commercial supplier (Aldrich Chemical,
ilwaukee, WI) and used as neat standard chemicals with-

ut further purification. The pad material (Whatman Benchkote
lus, Catalog No.: 2301-6150) was purchased from Fisher
cientific (Pittsburgh, PA). A Miran-IA (Miniature Infrared
nalyzer) closed-loop configuration (Fig. 1), which consisted of
metal bellows pump (Model MB-41, Metal Bellows, Sharon,
A), a 2.5-cm chemical permeation cell (2.5 cm in diameter,
MK Glass Company, Vineland, NJ), and the Miran (Foxboro,
orwalk, CT), was used to evaluate the indicator pad.

.2. Colorimetric indicator
.2.1. Aldehyde indicator solution preparation
A magnetic stirring bar, 500 mL of water, and 420 mL of

ethanol were placed into a 2-L Erlenmeyer flask, and a

ig. 1. A Miran (Miniature Infrared Analyzer) closed-loop configuration: Miran
A) with its IR detector (B); a chart recorder (C); metal bellows pump (D); timer
E); and a 2.5-cm chemical permeation cell (indicator sensor pad with a yellow
olor (F-1); on exposure to glutaraldehyde, the pad changed color to red color
F-2).
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ig. 2. Aldehyde indicator in the solid phase: aldehyde indicator (A); a hand-
perated sprayer (B); the pad material sheet (C); the indicator sheet (D); a hand
perated puncher (E).

tirrer immediately started. After stirring for 10 min, 0.35 g
f methyl red {2-[4-(dimethylamino) phenylazo]benzoic acid,
odium salt, (CH3)2NC6H4N = NC6H4CO2Na}, was added to
he solution with continuous stirring for 1 h. The solution imme-
iately adopted a yellow colored appearance. Glycerine (80 mL)
as slowly added into the solution to a final volume of 1 L [a final

oncentration of (CH3)2NC6H4N = NC6H4CO2Na is 1.2 mM].
he dissolution process was allowed to proceed at room tem-
erature with continuous stirring for an additional 1 h. Once the
olution had become completely homogenous, the color of the
olution changed from yellow to orange. Then, pellets of sodium
ydroxide were added to the solution to a final concentration of
.7 mM, and the solution immediately changed from orange to
yellow color. The crude solution was purified by vacuum fil-

ration on the Hirsch funnel, and the filtrate was collected. This
ltrate was used as the final indicator solution for making the

ndicator pads.

.2.2. Indicator pad fabrication
The aldehyde indicator solution (Fig. 2A) was applied at

concentration of 27 �g/cm2 onto the absorbency side of the
ew pad materials (cellulose) either by using a hand-operated
prayer (Fig. 2B) or by dipping the pad-material sheet (Fig. 2C)
nto the indicator solution. The wet pad materials, containing an
ldehyde indicator (referred to as indicator sheets), were dried
nder a hood at room temperature for 24 h. Then, the indicator
heets (Fig. 2D), were dried at 65 ◦C for 6 h using an Isotemp
ven to remove residual water and methanol from the indica-

or sheets. The polyethylene in the backing side of the indicator
heet was then taken off and the indicator sheets were dried
t 65 ◦C for another 2 h before being used for pad fabrication.
he backing side of the indicator sheet was then coated with a

ouble-sided plastic tape (www.DuckProducts.com, Cat. #: DT-
5-1.88 in. ×75 ft) to produce the sheets suitable for fabricating
he indicator pads. These indicator sheets were cut using a hand-
perated puncher (Fig. 2E) and attached to a nonsterile adhesive
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ig. 3. Design and fabricate new aldehyde indicator pads: top side of adhesive
trip (A); bottom peel-pouch side of strip (B); aldehyde indicator sensor (C); a
omplete aldehyde indicator pad (D).

andage (Fig. 3, www.buymed.com, BEI00801) before being
sed.

.3. The sensitivity study for aldehyde indicator pads

.3.1. Testing the indicator with liquid aldehydes
The sensitivity of the indicator pads for aldehydes in the liquid

hase was conducted by spiking chemicals directly onto the
urface of the indicator pads. The amount of aldehydes required
o produce a noticeable color change was determined by spiking
known standard aldehyde directly to the surface of the indicator
ads using a calibrated syringe. A timer was immediately started
pon the application of the spike.

.3.2. Testing the indicator with vapor aldehydes
A sensitivity assessment of the indicator pads for aldehydes

n the vapor phase was run according to the modified ASTM
739 method [24]. The Miran-IA instrumental settings were as
ollows: slit, 1.0 mm; wavelength, 3.7 �m; pathlength, 20.25 m;
nd minimum detectable concentration, 1 ppm for glutaralde-
yde [25]. The 2.5-cm permeation cell is divided into a liquid
hase “challenge side” which contains 50% glutaraldehyde in
ater, and a vapor phase “collection side” which contains the

weep gas (house air in a closed loop; flow rate, 11.328 L min−1).
glove membrane (sections from the palm of the gloves) sepa-

ated the two sides of the permeation cell, with the outer surface
oward the challenge side of the permeation cell. A half circle of
n indicator pad (Fig. 1F-1) was attached to half of the inner sur-
ace of the glove section and covered with clear plastic tape. The
ther half of the glove section was left unobstructed so that per-
eating glutaraldehyde could reach the analyzer detector. This

ystem was operated in the closed-loop mode and the experiment
as conducted at room temperature (22 ± 1 ◦C). 15 mL of 50%

lutaraldehyde solution was injected into the challenge side of
he cell using a 30-mL glass syringe, and a timer and a metal
irculation pump were immediately started. Permeation of glu-
araldehyde through the glove was collected and subsequently

f
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s
t
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etected by either the change in color of the pads or the infrared
nalyzer response.

.4. Chemical principle and characterization of the test

The chemical reaction, interaction mechanism and its
elationships to color change were characterized using pH
ata, absorption spectroscopy, and nuclear magnetic resonance
NMR) spectroscopy.

.4.1. The relationships between color-formation and pH
The color and the pH relationships of indicator solutions and

roducts of glutaraldehyde solutions and indicators (referred to
s reaction products) were characterized visually and using a pH
eter. The color change of indicator pads was also characterized

y spiking glutaraldehyde, alkaline glutaraldehyde, and non-
lpha hydrogen aldehyde solutions (1.0–3.0 �L) in the pH range
rom 4.55 to 8.63 onto the surface of the indicator pads using a
yringe.

.4.2. Absorbance spectroscopy
The UV–vis (ultraviolet visible) spectra of the indicator and

he reaction product in deionized H2O were obtained at room
emperature using an U-3010 module spectrophotometer (Model
V–Vis 3010, Hitachi, www.hii.hitachi.com).

.4.3. NMR spectroscopy
All NMR sample concentrations were the same as stock

amples as described in the “Aldehyde indicator solution prepa-
ation” section without the presence of methanol. All NMR
ndicator samples contained 1.2 mM indicator in 0.5 mL of
0% D2O and 10% H2O/glycerine. The NMR reaction product
amples contained 1.2 mM indicator in the presence of glu-
araldehyde (the ratio of glutaraldehyde/indicator = 1/1 to 2/1 in

ole) in 0.5 mL of 90% D2O and 10% H2O/glycerine. The sam-
les in D2O were prepared by lyophilization of the water samples
nd resuspension in D2O. 1H NMR spectra were recorded at
99.672 MHz on a Varian INOVA 600 spectrometer at 298 K.
ata were processed using Varian software (MSI). Water sup-
ression was achieved through presaturation of the H2O signal
uring the relaxation delay. TPPI (time proportional phase incre-
entation) was used for performing phase-sensitive 1D and 2D
MR experiments. All spectra were referenced to the chemical

hift of the residual HDO signal at 4.85 ppm (relative to TMS).
n general, 64 transients were recorded with a relaxation delay
f 2–3 s and a spectral width of 8.1 kHz. 512 increments of 2 K
ata points were collected in each 2D COSY experiment and
ere zero filled so that spectra with 2 k × 2 k data points were
btained.

.5. The interference study for aldehyde indicator pads

Volumes of 1.0–3.0 �L of chemicals containing different

unctional groups were spiked directly onto the surface of
he indicator pads using a syringe. A timer was immediately
tarted upon the application of the spike. Based on the indica-
or structure, some chemical groups were selected for testing
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or chemical interference, including organic and inorganic acids
HCl, H2SO4, acetic acid, and acrylic acid), organic and inor-
anic bases (NH4OH, NaOH, KOH, and butyl amine), alcohols
ethanol and 1-octanol), and ketones (acetone and 2-butanone).

. Results

An aldehyde indicator was developed and a new indicator
ad was fabricated for detecting aldehyde exposures (Fig. 3D).
t was shown that the indicator pad was sensitive enough to
etect 5 �g of glutaraldehyde (0.5 �L of 1% glutaraldehyde in
ater) spiked onto the pad. Glutaraldehyde caused the pads to

hange from yellow to red immediately (within a second). The
ldehyde pad which carries thereon a predetermined reagent was
esigned to be responsive to contact by an aldehyde or aldehydes
o produce a visible color indication; therefore, the reuse of this
ndicator pad is not recommended. The minimum detectable
oncentration of glutaraldehyde required to produce a noticeable
olor change was also determined and found that when ≤0.5 �g
f glutaraldehyde (0.5 �L of 0.1% glutaraldehyde in water) was
piked directly to the surface of the pads, the color of the pads
hanged from yellow to orange-red, but it disappeared within a
inute. With the ASTM F739 permeation method, a significant

isible color change from yellow to red occurred on the pad
bout 5 min before the infrared analyzer responded. Therefore,
he determination of the breakthrough time of glutaraldehyde
hrough the gloves was highly dependent on the sensitivity of
he indicator detection method with the indicator pad response
eing faster than the vapor phase infrared analyzer.

It was also shown that the indicator pad was sensitive to
etect alkaline glutaraldehyde and non-alpha hydrogen aldehyde
olutions. The aldehyde indicator formed a red or orange-red
olor in contact with alkaline glutaraldehyde solutions in the
H range from 4.55 to 8.06 (Table 1). However, alkaline glu-
araldehyde solutions with pH > 8.06 remained yellow (Table 1).
he aldehyde indicator also formed a red color in contact with

ormaldehyde and benzaldehyde solutions (≥8% formaldehyde
olution in water and ≥5% benzaldehyde solution in cyclohex-
ne).

Methanol was determined by a gas chromatography (GC)
nalysis following the solvent extraction process as described
y Vo [14]. The indicator showed the absence of the methanol

eak on a GC chromatogram when a new aldehyde indicator
ad (1.8 cm square pad, Fig. 3C) has been extracted in 300 �L
f distilled water, and volumes of 5 �L of extracted samples were
njected into the GC column using a syringe. This result indicates

w
b
i
i

able 1
he color-formation data of the reaction between glutaraldehyde solutions and indica

esting glutaraldehyde
olutions

Amount of glutaraldehyde in
solutions (spiking volumes to pad)

The pH
solution

lutaraldehyde 2.0% glutaraldehyde in water (1 �L) 4.55
avicide® 2.65% glutaraldehyde in inert ingredients (1 �L) 6.20
etricide® 2.5% glutaraldehyde in other ingredients (2 �L) 7.92

rocide-D® 2.5% glutaraldehyde in other ingredients (3 �L) 8.06
idex® 2.4% glutaraldehyde in other ingredients (3 �L) 8.63
ig. 4. Absorbance spectra of indicator (dashed line) and the reaction product
etween glutaraldehyde and the indicator (solid line) at room temperature.

hat the methanol used to spread glycerine on the surface of the
ad materials was removed from indicator pads. The indicator
olor was very stable in the solid phase of the pad (without
lycerine, the indicator color was not stable at room temperature,
s it changed from yellow to black). The thermal stability of the
ndicator pad was also monitored at 65 ◦C for 8 h (Note: these
ads were tested with glutaraldehyde after storing them inside
n aluminum bag at room temperature for 1 year, and changed
olor from yellow to red, and thus the pads are expected to have
minimum of 1 year of shelf-life).

The color and pH changes occurring with the reaction
etween glutaraldehyde and the indicator were characterized.
he orange-red color of the reaction product formed when
dding 0.15 mL of glutaraldehyde into the 500-mL indicator
t pH = 7.85. With sufficient glutaraldehyde added into the indi-
ator (≥0.2 mL of glutaraldehyde per 500 mL of the indicator
olution), the reaction product changed to a red color and its pH
ecreased to the neutral pH.

The UV–vis spectrum of the reaction product (Fig. 4,
olid line) was essentially identical to that of the indica-
or in the UV–vis region of 300–520 nm (Fig. 4, dashed
ine). The absorbance bands in the UV–vis region of
00–520 nm indicated a significant complex structure of 2-
4-dimethylamino)phenylazo]benzoate anion. Furthermore, the
pectrum of the reaction product with two additional bands (a

eak band in the region of 270–320 nm and a strong shoulder
and in the region of 460–570 nm) was distinct from that of the
ndicator. A weak band (containing 2 peaks: A and B; Fig. 4)
n the ultraviolet region, ranging from 270–320 nm with λmax at

tors

of glutaraldehyde
s

Positive detection (original
indicator color: yellow)

Negative detection

Red color was formed
Red color was formed
Red color was formed
Orange-red color was formed

No color was formed
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Fig. 5. Two-dimensional DQF-COSY spectra of indicator (above diagonal) and
the reaction product (below diagonal) taken at 298 K. The samples of both spec-
tra were 0.5 mL of 1.2 mM of indicator and the reaction product in 90% D2O
and 10% H2O/glycerine. Identical cross peaks of the indicator and the reaction
product spectra in the region of the 3.5–3.8 ppm are boxed (dashed line box).
New cross peaks that were detectable in the reaction product spectrum in the
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the pH of the reaction product decreased to about neutral pH,
egion of 1.20–5.35 ppm are boxed (solid line box) and labeled according to
equential assignment.

75 and 290 nm, indicated non-conjugated and conjugated alde-
yde groups, respectively. A strong shoulder band in the visible
egion, ranging from 460–570 nm, is related to the extended con-
ugation with a delocalized positive charge in the azo complex
tructure which is suggestive of the observed color change from
ellow to red [26,27].

The structural features of the reaction product were assessed
y NMR spectroscopy. All 1H–1H cross peaks in the COSY
pectra of the reaction product had a counterpart at an essentially
dentical position in the spectra of the indicator in the region of
he 3.5–3.8 ppm (Fig. 5) and 6.8–8.0 ppm. The signals in the
egion of the 3.5–3.8 ppm were assigned to glycerol protons
hile the signals in the region of the 6.8–8.0 ppm were assigned

o phenyl protons of 2-[4-dimethylamino)phenylazo]benzoate
nion. Several differences in the appearance of the spectra of the
ndicator and the reaction product, however, were apparent. The
eaction product spectrum displayed some additional resonances
f aldehyde functional groups in the region of 9.6–9.9 ppm and
he glutaraldehyde polymer main-chain peaks in the region of
he 1.20–5.35 ppm (Fig. 5). Convincing evidence for the pres-
nce of the glutaraldehyde oligomer in the reaction product
as obtained from the COSY spectrum (Fig. 5). The sequen-

ial assignment for the glutaraldehyde oligomer was started by
earching for alkenyl protons (R2C = CHR), and found three
orrelation peaks with roughly equivalent intensities at 5.35,

.05, and 4.90 ppm (Fig. 5). The sequential assignment was
ontinued from each proton peak and a next aliphatic alkyl pro-
on (R2C = CH–CH2R). A detailed example of the sequential

t
e
i

3 (2007) 87–94 91

ssignment for the glutaraldehyde dimer segment was started
rom a proton at 5.35 ppm (H1 of R2C = CHR, Fig. 5). This
roton peak correlated to a next aliphatic proton at 1.53 ppm
H2 of R2C = CH–CH2R, Fig. 5). The aliphatic H2-proton peak
orrelated to a H3 proton at 1.20 ppm (R2C = CHCH2CH2R,
ig. 5). This sequential assignment was ended at a H4-
roton adjacent to a carbonyl of aldehyde group at 1.92 ppm
R2C = CHCH2CH2CH2COH).

The interference tests were performed for organic/inorganic
cids, organic/inorganic bases, alcohols, and ketones. The results
ndicated that only acids interfered with the aldehyde indicator,
hile none of the organic/inorganic bases, alcohols, and ketones

ormed color when used neat or in solution.

. Discussion

The indicator-glycerine complex in the cellulose pad material
fforded a stable product that would incorporate hydrogen-
ond elements between the indicator-glyceryl complex and the
olysaccharide of the pad materials. The slowly exchanging NH
nd OHs which were believed to be possibly involved in hydro-
en bonds will be further investigated in our future study using
he same methods of Vo et al. [28] and Mino et al. [29]. Indicator
olutions applied to pads have a very low vapor pressure and low
oncentration (about 27 �g/cm2). The methyl red reagent was
ested by NIOSH’s Health Effects Laboratory using the Local
ymph Node Assay and phenotypic analysis and was found to
e a contact sensitizer [30]. To protect against skin exposure, the
everse side of the indicator pad is covered with an impermeable
ouble-side plastic tape.

The indicator was sensitive enough to detect 5 �g of
lutaraldehyde applied to the pads. In the vapor phase, glu-
araldehyde and glutaraldehyde solutions were detected by the
hange in the color of the indicator pad before the infrared
nalyzer responded.

The UV–vis spectrum of the reaction product revealed the
onjugated aldehyde group and the extended conjugation with
delocalized positive charge in the azo complex structure. The

xtended conjugation of the azo complex structure would yield a
onger wavelength of visible light and the observed color change
rom yellow to red.

The structural features of the indicator and the reaction prod-
ct were assessed by NMR spectroscopy. The COSY spectrum
f the reaction product displayed new peaks of aldehyde func-
ional groups in the region of 9.6–9.9 ppm and the main chain of
he glutaraldehyde polymer in the region of the 1.20–5.35 ppm.
he sequential assignment for the glutaraldehyde polymer was
onvincing evidence that the oligomer was formed.

Under the basic conditions employed, glutaraldehyde would
apidly form an enolate ion which acted as a nucleophilic
arbon to attack the carbonyl group of another molecule of
lutaraldehyde. This self-aldol condensation resulted in the for-
ation of glutaraldehyde oligomers (Scheme 1, Path a). When
he 2-[4-dimethylamino)phenylazo]benzoate anion with two
lectron-donating methyl groups at the terminal amino group
n the para position was able to delocalize the lone pair of elec-
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Scheme 1. Chemical reaction and mechanism between glu

rons into the �-system (P-b1 in “Path b”, Scheme 1). Therefore,
he protonation of the 2-[4-dimethylamino)phenylazo]benzoate
nion occurred to a greater extent on the �-nitrogen atom of the
zo group (P-b3 in “Path b”, Scheme 1) to yield the azonium
automer with both cationic and anionic groups (P-b3 in “Path
”, Scheme 1). This tautomer contained a delocalized positive
harge (P-b2 ↔ P-b3) [26,31]. The azo proton in the azonium
automer (P-b3) would form a hydrogen bond to the carbonyl
roup of conjugated aldehyde in the azo-complex compound (P-
b) or to the oxygen in the anionic group to form a 6-membered
helate ring [26] to increase the exceptional stability of the azo-
omplex compound. The azo-complex compound containing a
elocalized positive charge form caused the color change in the
ndicator from yellow to red [26,27].
In solution studies, glutaraldehyde would undergo self-aldol
ondensation to yield the glutaraldehyde oligomers, and the
range-red color of the reaction product formed at pH = 7.85
uggests this is due to the color of the indicator glyceryl complex.

a
a
c
n

ehyde and the indicator under a base-catalyzed condition.

t is probable that with the low aldehyde concentration, the pH of
he indicator decreased to the range of 7.0 < pH ≤ 8.06, and the
range-red color appeared due to the significant van der Waals
orces between indicator and glycerine. These forces in the alde-
yde indicator are not as strong as H-bond forces, but they play
n important role in the physical properties, such as boiling point,
olubility, and color of the indicator-glyceryl complex com-
ound. With sufficient glutaraldehyde added into the indicator,
he reaction product changed to a red color and the pH decreased
o a neutral pH. A possible explanation for the decreased pH
ould be the acidic nature of glutaraldehyde and a significant

mount of Cannizarro reaction [32] forming a carboxylate salt
nd an alcohol from two glutaraldehydes. At about neutral pH,
he protonation of the 2-[4-dimethylamino)phenylazo]benzoate

nion occurred to a greater extent on the �-nitrogen atom of the
zo group to yield the azonium tautomer with both the �-nitrogen
ationic and carbonyl anionic groups. The azo proton in the azo-
ium tautomer would form a hydrogen bond to the carbonyl
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roup of conjugated aldehyde in the azo-complex compound
o increase the exceptional stability of the azo-complex com-
ound. The azo-complex compound containing a delocalized
ositive charge form caused the color change in the indica-
or from yellow to red [26,27]. However, when the pH of the
ndicator solution decreased to pH < 7.0, the protonation of the 2-
4-dimethylamino)phenylazo]benzoate anion occurred both on
he �-nitrogen atom and carbonyl anionic groups to form an
cid. Even though this azonium tautomer contained both cationic
roups, it would have the same color characteristic as the azo-
ium tautomer (P-ab, Scheme 1) because the positive charge on
-nitrogen atom only contributed a delocalized positive charge

n the conjugated indicator system.
Non-alpha hydrogen aldehydes, such as formaldehyde (≥8%

ormaldehyde solution) and benzaldehyde (≥5% benzaldehyde
olution) also changed the color of the indicator pad from yellow
o red, but the indicator pads were less sensitive to their detection
ompared with glutaraldehyde solutions (1% glutaraldehyde
olution). A possible explanation for the low response for these
on-alpha hydrogen aldehydes is that these aldehydes would
nly undergo of Cannizarro reaction forming a carboxylate
alt and an alcohol from two non-alpha hydrogen aldehydes to
ecrease pH in the indicator pads; however, these aldehydes
id not undego self-aldol condensation to yield the aldehyde
ligomers which would contribute an extended conjugation in
he azo-complex compound.

The indicator formed a red or orange-red color in con-
act with glutaraldehyde solutions in the pH range from 4.55
o 8.0. Interestingly, a 2-[4-dimethylamino)phenylazo]benzoic
cid, sodium-salt, reagent in alcoholic solutions or in water is
ssociated with a change in pH [the change in color of methyl
ed is associated with a change in pH in alcoholic solutions at pH
.4 (pink-red) and at 6.2 (yellow) as described in Aldrich Cat-
log, 2003/04, p. 1287]. Therefore, the new aldehyde indicator
orming a red or orange-red color in contact with glutaraldehyde
olutions at 4.40 < pH < 8.06 appears to be uniquely associ-
ted with the reaction of aldehydes and the indicator to detect
ldehydes outside the range of the normal use of the 2-[4-
imethylamino)phenylazo]benzoic acid, sodium salt, reagent as
pH indicator.

. Conclusion

An indicator pad was developed for detecting aldehydes. It
as shown that the new indicator pad responded to glutaralde-
yde with a visible color change from yellow to red about 5 min
efore the infrared analyzer responded. This indicator pad can
e used to determine glove permeation to glutaraldehyde and
lkaline glutaraldehyde solutions. The color formation of the
ndicator in contact with glutaraldehyde solutions over the range
.40 < pH < 8.06 appears to be associated with the reaction and

nteraction of aldehydes and the indicator. The aldehyde indica-
or should find utility in detecting aldehyde solutions in the pH
ange from 4.40 to 8.06, in which the normal pH indicator of
-[4-dimethylamino)phenylazo]benzoic acid reagent does not
espond.
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bstract

In the present work two second-order calibration methods, generalized rank annihilation method (GRAM) and multivariate curve resolution-
lternating least square (MCR-ALS) have been applied on standard addition data matrices obtained by gas chromatography–mass spectrometry
GC–MS) to characterize and quantify four unsaturated fatty acids cis-9-hexadecenoic acid (C16:1�7c), cis-9-octadecenoic acid (C18:1�9c), cis-
1-eicosenoic acid (C20:1�9) and cis-13-docosenoic acid (C22:1�9) in fish oil considering matrix interferences. With these methods, the area does
ot need to be directly measured and predictions are more accurate. Because of non-trilinear conditions of GC–MS data matrices, at first MCR-ALS
nd GRAM have been used on uncorrected data matrices. In comparison to MCR-ALS, biased and imprecise concentrations (%R.S.D. = 27.3)
ere obtained using GRAM without correcting the retention time-shift. As trilinearity is the essential requirement for implementing GRAM, the
ata need to be corrected. Multivariate rank alignment objectively corrects the run-to-run retention time variations between sample GC–MS data
atrix and a standard addition GC–MS data matrix. Then, two second-order algorithms have been compared with each other. The above algorithms
rovided similar mean predictions, pure concentrations and spectral profiles. The results validated using standard mass spectra of target compounds.
n addition, some of the quantification results were compared with the concentration values obtained using the selected mass chromatograms. As
n the case of strong peak-overlap and the matrix effect, the classical univariate method of determination of the area of the peaks of the analytes
ill fail, the “second-order advantage” has solved this problem successfully.
2007 Elsevier B.V. All rights reserved.
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. Introduction

The quantification of fatty acids (FAs) in different matrices
s of concern because of their important roles as metabolites and
ntermediates in biological processes [1]. Among the different
ils, fish oil because of the low amount of erucic acid (22:1), the
actor responsible for cardiac lesion [2], and also as a rich source
f “good fatty acids” or �3 fatty acids, such as eicosapentaenoic
cid (20:5 EPA) and docosahexaenoic acid (22:6 DHA) needs
pecial attention.

Gas chromatography with mass spectrometric detection is

ommonly used for the quantification and characterization of
he various kinds of saturated, mono and poly-unsaturated fatty
cids (PUFAs) in foods and biological samples [3–6]. In many

∗ Corresponding author. Tel.: +98 21 44580720; fax: +98 21 44580762.
E-mail address: vosough@ccerci.ac.ir (M. Vosough).
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ases derivatization to fatty acid methyl esters (FAMEs) and
iquid–liquid extraction (LLE) have been used to extract acids
nto an organic medium prior to GC analysis. The analysis of
atty acids in complex multicomponent matrices can result in
ncomplete separations and overlapped peaks. There are some
ommercially available polar stationary phases that provide
xcellent separation of FAMEs, even when these compounds
re being analyzed in biological samples. However, the disad-
antage of such columns is their restricted maximum operation
emperature, due to low thermal stability. This leads to a lim-
ted temperature programming and also longer run times. On
he other hand, non-polar stationary phases have a much greater
hermal stability, wide range of operating temperature and chem-
cal inertness, but inferior resolution [2]. With respect to these

dvantages, non-polar phases can be applied effectively in the
nalysis of fatty acids with higher molecular masses. In spite of
he low resolution for such columns, the combination of differ-
nt multivariate curve resolution methods in chemometrics with
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yphenated chromatographic systems can be used effectively
or resolving (qualitatively and quantitatively) the complex mix-
ures of natural compounds.

Different multivariate curve resolution methods like evolving
actor analysis (EFA) [7], heuristic evolving latent projec-
ions (HELP) [8], iterative target transformation factor analysis
ITTFA) [9] and many others have been used for the analysis
f two-way hyphenated chromatographic data. In many cases
he selectivity is a necessary requirement for unambiguous res-
lution and quantification of analytes in the complex mixtures.
hree-way data analysis methods, which handle two or multiple
atrices simultaneously are more robust, in addition to the fact

hat the relative concentration of the analytes in the standard to
he sample can be obtained properly [10].

The data produced with a GC–MS system are of second-
rder; the data points represent intensity as a function of both
etention time and m/z ratio. For example, Fig. 1 shows a three-
imensional representation of a set of augmented data matrices.
ach data matrix has been obtained by recording mass spectra
t several retention times. Complete resolution and quantifica-
ion information can be attained by second-order calibration

ethods. There are different three-way data analysis meth-
ds to resolve analyte profiles in each order of measurements
nd also to predict the analyte concentration in a non-resolved
eak cluster [11–14]. In GC–MS studies, the data can be
eparated into mass spectra, GC elution profiles and the con-
entration of the solutes in the sample. Second-order calibration
ethods exploit “second-order advantage” which implies the

alibration and determination of analytes in the presence of
on-calibrated and unknown interferences [15]. These methods
ave been successfully applied for analyzing compounds in the
omplex matrices using GC × GC [16–19], GC–MS [20,21],
PLC-DAD [22–26], HPLC-DAD/MS [27] and LC–MS

28].
In the present work generalized rank annihilation method

GRAM) [11] and multivariate curve resolution-alternating least
quares (MCR-ALS) [13] have been used as second-order cali-
ration methods for characterization and determination of four
nresolved mono-unsaturated fatty acids cis-9-hexadecenoic
cid (C16:1�7c), cis-9-octadecenoic acid (C18:1�9c), cis-

1-eicosenoic acid (C20:1�9), and cis-13-docosenoic acid
C22:1�9) in fish oil and in presence of matrix effect by GC–MS.
tandard addition method was used in a second-order way to
ake different relative concentration of analytes into unknown

ig. 1. A subsection of second-order standard addition data as mesh plot, result-
ng from GC–MS analysis of eicosenoic acid (C20:1n9) in fish oil extract.
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nterferents. In case study, co-eluted positional isomers of fatty
cids are considered as interferents, too. Because of retention
ime variation in GC–MS data sets during different runs (due to
mprecision of injection timing, variation of flow rate and tem-
erature fluctuations) which may cause non-trilinear condition,
he first attempt was the analysis of data set without consider-
ng the corrections. At the next step multivariate rank alignment
as been used for making trilinear data and the data analysis
as been repeated for the corrected data sets. The resolved spec-
ra and concentration profiles have been compared with each
ther and with the reference profiles. Finally, some of the quan-
ification results were validated with the concentration values
btained using the selected mass chromatograms.

. Experimental

.1. Materials and reagents

Boron trifluoride–methanol complex for synthesis, sodium
ydroxide, HPLC-grade methanol and sodium chloride, used
n sample preparation and n-hexane for extraction step, were
ll of analytical reagent quality and were from Merck (Darm-
tadt, Germany). Two methyl ester standard mixtures in which
he identity and quantity of components is known, PUFA, No. 1
ith marine source and grain fatty acid methyl ester were pur-

hased from Supelco (Bellefonte, PA, USA). The real sample
as commercial fish oil and obtained from a local market in

ran.

.2. Sample preparation

The AOCS official method as a standard method was used for
sterification of fatty acids (FAMEs) [30]. Briefly, the fatty acids
ere split off by saponification with methanolic sodium hydrox-

de, and then methylated with boron trifluoride-methanol reagent
containing butylated hydroxytoluene (BHT) as an antioxi-
ant) under nitrogen atmosphere. The corresponding FAMEs
ere extracted with hexane by adding salt solution for com-
lete recovery [3]. Here the standard addition method was used
or deconvolution and quantification of four methyl ester fatty
cids of cis-9-hexadecenoic acid, cis-9-octadecenoic acid, cis-
1-eicosenoic acid, and cis-13-docosenoic acid. So, different
mounts of pure FAMEs standard were added into a definite
liquot of the extracted sample. The sample and the standard
ddition solutions were injected to the GC column. The stan-
ard addition was done in linear range of calibration curve of
ach single analyte and for each analyte four standard addi-
ion solutions were obtained. The standard addition procedure
as replicated so that the repeatability of the methods could
e calculated. Variations of injected volumes, were corrected
ased on the area of one of the sample solution constitutes. So
,4,8-dodecatriene is considered as internal standard (IS) and
he ratio of areas between the analytes and this compound is

sed for quantification. The standard addition curves have been
btained using relative area (with respect to IS) of deconvo-
uted GC peaks of the mentioned methyl esters originated from
nresolved signals.
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.3. GC–MS analysis

The analyses were carried out using a Hewlett-Packard 6890
eries gas chromatograph interfaced to a Hewlett-Packard 5973
ass spectrometer. A HP ChemStation G1701 CA version
.00.0021 was used for data collection and conversion to ASCII

ormat.
Separation was performed on a HP-5 capillary column

30 m × 0.25 mm i.d.) and oven temperature programming was
s follow: column temperature was set at 130 ◦C for 1 min and
hen raised from 130 to 250 ◦C at a rate of 5 ◦C min−1 and was
ept constant for 5 min. Inlet temperature was kept at 260 ◦C. A
plit mode injector with split ratio of 1/20 was applied. Helium
s carrier gas was used at a constant flow rate of 1 mL min−1. In
he mass spectrometer, electron impact (EI+) mass spectra were
ecorded (70 eV ionization energy) in full scan mode (mass range
5–300 m/z) with 0.2 s scan−1. The ionization source tempera-
ure was set at 230 ◦C. The total chromatographic run time was
0 min; however, a subset between 300 and 1060 s was used for
he analysis of the mentioned FAMEs.

.4. Chemometric analysis

Two second-order calibration methods, GRAM and MCR-
LS, as a trilinear and a non-trilinear algorithm, respectively,
ere considered for the analysis. The other characteristics of two

lgorithms are as follows: GRAM uses only two data matrices
hile in MCR-ALS more than two data matrix can handle with

ach other, GRAM has a unique solution but MCR-ALS may
roduce a range of feasible solutions in case of lack of selectiv-
ty constraint [36] and finally the methods work, respectively, in
non-iterative and iterative way, so the second algorithm needs

nitial estimates. The results of each algorithm regardless of their
ifferences would be the resolved pure profiles in each dimen-
ion of measurement, i.e. chromatographic profiles and their
orresponding mass spectra. As calibration sample is included
n the data sets, the relative concentration of components can be
btained. The algorithms will not be further described here; the
etails can be found in the other publications [11,13].

Before applying any of the above-mentioned algorithms, the
umber of chemical components in the data matrices has to be
nown. In addition to inspection of singular values, there are
any statistical methods for determination of pseudorank of
data matrix [31]. The number of chemical components in the
resent work was known using fixed size moving window evolv-
ng factor analysis (FSMW/EFA), which is a local rank analysis

ethod [29]. Because of a relatively high background signal that
ust be considered as an additional component, a linear back-

round correction was performed on every data set before using
ny of the above methods.

For GRAM analysis as a trilinear algorithm, some corrections
eed to be met usually for chromatographic data sets. Actu-
lly the retention time shift and the different shape of the peaks

etween different chromatographic runs are the common factors
hat cause lack of trilinearity. As in GC analysis the peak pro-
les are quite reproducible, the variation of retention time shift

s the only factor responsible for non-trilinearity conditions. So

t
i
s
F

anta 73 (2007) 30–36

he time shift correction is usually enough in GC because of
eproducibility of peak shape, but it does not work alone in LC
ata. Anyway using standard addition method has strong effect
o make the different matrix composition the same and to reduce
on-trilinearity.

Here, the second-order chromatographic standardization
lgorithm [32] was used for the rank alignment of the sam-
le and standard data matrices. In this algorithm, sample and
tandard data matrices are row-wise augmented (retention time
xis). Then, the sample data matrix is shifted along the GC
olumn axis relative to standard matrix and the procedure is
epeated. The percent residual variance of the augmented matri-
es is determined through singular value decomposition (SVD).
he shift producing a minimum percent residual variance is the
hift along the GC column axis for the sample matrix, which
ndicates the correct alignment of the two data sets. In this way
he calibration matrix window should be selected in a wider
ange relative to the sample. The percent residual variance is
ased on the estimated pseudorank of the sample data. After
rilinearity correction, GRAM was used properly for qualitative
nd quantitative analysis of target FAMEs in the sample GC–MS
ata matrix.

MCR-ALS was applied to resolve the column-wise aug-
ented matrices into individual chromatographic and spectral

rofiles, in an iterative way. Evolving factor analysis [33] was
sed to make an estimate of initial chromatographic profiles. The
mprovement of the solutions was carried out using constraints
uch as non-negativity of all profiles and the unimodality of
oncentration profiles.

All calculations were performed using a Pentium 3 GHz with
12 MB RAM personal computer. GC–MS data files exported
s Microsoft Excel format using ChemStation software. Data
andling algorithms containing linear background correction
nd multivariate rank alignment for shift correction were coded
s in house subroutines for MATLAB (version 6.0.0.88 R12,
he Mathworks, Natick, MA). The GRAM routine belonged

o PLS-toolbox (v.2) of Wise and Gallagher was applied on all
aw and preprocessed data matrices [34]. The MCR-ALS rou-
ine belonged to the MCR toolbox of Tauler and de Juan was
ownloaded from their websites [35].

. Result and discussion

Four clusters A, B, C and D as sub-matrices which included
our FAME analytes were selected from each of full data matri-
es and were analyzed. In these clusters the numbers of two,
wo, four and four compounds were co-eluted together with a
lopping baseline, respectively. Providing four calibration solu-
ions in addition to the sample solution, five data matrices were
btained totally for each analyte, which repeated twice. Avoid-
ng any erroneous result, the standard addition method was used
o make the calibration solutions. The selected retention time
ange for the analysis of FAMEs in both sample and calibra-

ion matrices, has been shown in Table 1. Fig. 2 shows the total
on chromatograms (TICs) of the sample and the calibration
olutions, which have been used for the chemometric analysis.
our sub-sections of the chromatograms used in the second-
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Table 1
Different retention time regions selected for each analyte

Analyte Cluster name Initial time (s) Final time (s)

Sample Calibration Sample Calibration

C16:1n7 A 342.4 340.4 358.3 360.3
C18:1n9 B 571.1 569.8 581.0 582.2
C20:1n9 C 780.3 778.3 793.0 795.0
C22:1n9 D 975.2 972.7 996.2 998.2

The time range is selected in a wider window for calibration sets, so that the
sample matrix can shift along the retention time within the calibration matrices.
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Fig. 3. Representation of standard addition of erucic acid as a target analyte in
the presence of some interferences. The resolved patterns have been obtained
through MCR-ALS analysis of cluster D using five augmented GC–MS data
matrices.
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ig. 2. TIC curves of mixture of standards, sample extract and standard addition
olutions of fatty acid methyl esters in one set of measurements. The four peak
lusters of interest are enlarged as A, B, C and D clusters.

rder calibration have been enlarged for indicating the co-elution
roblems. The TIC of the standard FAMEs has been depicted,
oo, which clearly shows the retention time region of each eluted
nalyte. Deconvolution and determination of single target FAME
as considered in each of four clusters using pure standards. It

s worth noting that in two clusters of the TIC (B and D), two
ositional isomers of mono-unsaturated fatty acids eluted close
ogether and so the commercial GC–MS softwares would fail
o resolve it. This is due to the fact that the deconvolution basis
f these softwares is to find at least one pure variable (unique
/z) for each component while in the case of positional isomers
ith similar mass spectral pattern, this mentioned requirement

s rarely met.
At the first step MCR-ALS and GRAM were applied on
on-trilinear data sets. Simultaneous analysis of five data matri-
es using MCR-ALS was performed on an augmented matrix
f one test sample and four standard addition sample matri-
es, which was arranged by setting one matrix on top of

t
t
g
c

able 2
ean predicted concentrations in FAME extracts (�g mL−1) and their R.S.D. using G

nalyte Retention time GRAM

Std-addn1 Std-addn2 Std-addn3 Std-add

16:1n7 351.13 26.57 22.73 26.95 19.77
18:1n9 577.05 52.17 53.88 59.89 54.72
20:1n9 789.03 24.09 20.35 21.68 22.78
22:1n9 985.51 4.07 3.65 6.55 4.55
ig. 4. Calibration graphs using the standard addition method in the determi-
ation of four FAME extracts of fish oil, replicate1. Solid lines indicate the
egression line.

he other and keeping the common mass spectra in the same
olumn. The unfolded data matrices were obtained with the
imensions of (5 × 40) × 230, (5 × 23) × 230, (5 × 35) × 230
nd (5 × 55) × 230 for C16:1�7c, C18:1�9c, C20:1�9 and
22:1�9, respectively. As an example, in Fig. 3 the standard
ddition process has been shown for deconvolution of erucic
cid (C22:1�9). The analysis was replicated for each analyte.
sing relative peak area recovered for each analyte in different

tandard addition levels, a calibration graph could be drawn.
ig. 4 depicts a standard addition plot for the quantification
f C16:1�7, C18:1�9, C20:1�9 and C22:1�9 FAMEs in the
ample (first replicate) using the corresponding standard addi-

ions. The intercept of the calibration line with the abscissa gave
he concentration of the selected FAMEs in the sample. Similar
raphs were obtained for the other analyzed replicate. Predicted
oncentrations of the analytes are shown in Table 2.

RAM and MCR-ALS on non-trilinear data (before rank alignment)

MCR-ALS

n4 Grand mean R.S.D. (%) Mean value R2 R.S.D. (%)

24.00 13.8 25.09 0.991 5.2
55.17 10.8 61.37 0.995 3.8
22.22 7.2 21.14 0.994 4.3

4.70 27.3 3.78 0.995 6.5
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Table 3
Mean predicted concentrations in FAME extracts (�g mL−1) and their R.S.D. using GRAM on trilinear data (after rank alignment)

Analyte Retention time GRAM

Std-addn1 Std-addn2 Std-addn3 Std-addn4 Grand mean R.S.D. (%)

C16:1n7 351.13 22.70 26.45 25.12 23.80 24.52 6.62
C18:1n9 577.05 61.34 55.78 60.05 63.91 60.27 5.63
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a
a
a suite linear relationship with the relative concentration of the
standards in the standard addition samples (R2 > 0.99). GRAM
and ALS decomposition with one to three interferences were
capable to provide good estimates of the area of the four ana-
20:1n9 789.03 20.20 21.37
22:1n9 985.51 3.43 4.33

Then, GRAM was run with only two matrices, i.e. test and
alibration samples. Here, any of the mentioned standard addi-
ion samples were considered as a calibration sample, so four

odels were built for each analyte in each replicate. According
o relative concentration of each target in two data matrices and
mplementing the concentration of added standard analytes, the
oncentration values of target FAMEs in the test solution were
alculated in different replicates. Mean concentration values in
ifferent standard addition levels; have been shown in Table 2,
oo. When the retention time shift was not corrected, the con-
entration predictions of two methods were relatively different
especially for C18:1�9) and the relative standard deviations of
redicted values (%) were pretty high. This shows the dissimi-
arity of predicted values and the reason is the non-trilinearity of
he data matrices. In other word, the most important requirement
f GRAM has not been met. This is not the case for MCR-ALS,
ecause trilinearity is not an essential requirement, so the rea-
onable R.S.D.s (%) have been obtained. Table 2 also shows
he values of correlation coefficients (R2) between MCR-ALS
esolved elution peak area for each target FAME and their con-
entrations in the standard addition calibration curve. Linear
elationships between resolved peak areas in a second-order way
nd concentrations has led to good R2-values for all standard
ddition curves.

After correcting the retention time shift, the predicted concen-
rations through GRAM were more similar with each other and
lso were closer to MCR-ALS method, so R.S.D. values were
mproved significantly. The results have been shown in Table 3
or four analytes at different standard addition levels, as mean of
wo replicates. For MCR-ALS analysis, in spite of making data
rilinear, the prediction results and R.S.D. (%) values were very
imilar. Also R2-values were not improved significantly, so these

alues have not been included in Table 3, as it was preferred to
ompare the GRAM results obtained from trilinear data with
CR-ALS results obtained from non-trilinear data. It is worth

able 4
ecovered peak areas of selected FAMEs using GRAM and MCR-ALS methods
s average values

nalyte Mean area of recovered peaks

MCR-ALS GRAM

16:1n7 8.61E+04 8.42E+04
18:1n9 1.93E+05 1.89E+05
20:1n9 7.61E+04 7.19E+04
22:1n9 1.22E+04 1.29E+04

F
C
m
u

19.61 18.72 19.98 5.56
4.27 4.00 4.01 10.18

oting that in all cases the highest R.S.D. values obtained for
he smallest peak area, as it was expected. In Table 4 the mean
reas of the recovered peaks in all clusters have been shown. In
ll cases, peak area of the analytes in different matrices followed
ig. 5. Superimposed resolved spectra of eicosenoic acid (C20:1n9) in cluster
using GRAM (dot line) and MCR-ALS (dash dot) superimposed on standard
ass spectrum (solid line) (a). The resolved spectra are shown, respectively,

sing bar graphs in (b)–(d) for better comparison.
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[3] K. Eder, J. Chromatogr. B 671 (1995) 113.
ine) on the first two data matrices as the sample and standard solution, respec-
ively. The profiles of interferences MCR-ALS (- · -), GRAM (- ·· -) are depicted,
oo.

ytes and their spectral profiles despite their heavily overlapped
nd unknown interferents.

Among the results obtained from the mentioned algorithms,
he resolved mass spectra with GRAM and MCR-ALS were
onsidered at first to study the reliability of the results. Recov-
red mass spectra using two second-order algorithms were very
imilar together (correlation coefficients > 0.999) and also sim-
lar to the ones measured with the pure analyte standards. Fig. 5
s an example shows the mass spectra resolved for C20:1�9
cluster C) using GRAM, MCR-ALS and the reference mass
pectrum. In Fig. 6(a) the results of MCR-ALS analysis on aug-
ented five data matrices containing C20:1�9 FAME has been

isplayed. Ascending elution profiles of the analyte evidently
how the standard addition strategy for the analysis. The con-
entration profiles of interferences were added to each other
o make a whole interfering profile. The results of GRAM and
CR-ALS analysis for the first two data matrices in Fig. 6(b)
ave been depicted for comparison of the two algorithms. As it
s clear, the recovered concentration profiles of the correspond-
anta 73 (2007) 30–36 35

ng analyte are pretty matched with each other. The results have
een obtained after correcting the retention time shift between
ifferent runs and strongly supported each other. Similar results
ave been obtained for the other matrices containing recovered
lution and mass spectral profiles.

It was also possible comparing the results obtained using
ombination of GRAM and MCR-ALS approaches and GC–MS
ata in TIC mode with the results obtained using selected
ure mass chromatograms of the analytes. Because of hav-
ng no unique mass fragment in case of positional isomers
18:1n11 and C18:1n9 and also C22:1n11 and C22:1n9, quan-

ification using some selected mass chromatograms was only
ossible for C16:1n7 and C20:1n9. The concentration values
f the above analytes in the extracted solutions were 26.74 and
1.53 �g mL−1, respectively. A t-test was used to compare these
esults with the ones obtained by different methods in Table 3.
or a confidence interval of 95%, it was found the similar-

ty of the results obtained by GC–MS in the scan mode and
econd-order calibration approaches with the results obtained
sing MS strategy based on selected mass chromatograms, so
he second-order results can be validated in this respect.

Considering the above results, any of two mentioned algo-
ithms can be applied in second-order calibration, but the

CR-ALS has the advantage that no shift correction is nec-
ssary; however, GRAM is a fast and non-iterative method and
o need for estimating a reasonable initial estimate.

. Conclusion

In the present work two second-order calibration methods,
RAM and MCR-ALS were used as powerful chemometric

ools for characterization and quantification of some target
AMEs in the presence of interfering components such as fatty
cid positional isomers and also non-fatty acid constituents
n fish oil sample. Unlike MCR-ALS, which can handle non-
rilinear data sets, for GRAM as a trilinear algorithm a retention
ime shift correction is necessary on GC profiles. So, applying
econd-order chromatographic standardization, an improvement
n calibration accuracy was observed with GRAM. The resolved

ass spectral patterns of all targets pretty matched with each
ther and also with the standard mass spectra. The results illus-
rated the potential of extending the standard addition method
n GC–MS data into three-way curve resolution algorithms as
n efficient way for solving the matrix effect. Using this strat-
gy, detection and quantification of each analyte is allowed with
dvantages of saving time and chemical resources.
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bstract

As a novel type of learning machine method a support vector machine (SVM) was first used to develop a quantitative structure–property
elationship (QSPR) model for the latest surface tension data of common diversity liquid compounds. Each compound was represented by
tructural descriptors, which were calculated from the molecular structure by the CODESSA program. The heuristic method (HM) was used to
earch the descriptor space, select the descriptors responsible for surface tension, and give the best linear regression model using the selected
escriptors. Using the same descriptors, the non-linear regression model was built based on the support vector machine. Comparing the results of

he two methods, the non-linear regression model gave a better prediction result than the heuristic method. Some insights into the factors that were
ikely to govern the surface tension of the diversity compounds could be gained by interpreting the molecular descriptors, which were selected by
he heuristic model. This paper proposes a new effective way of researching interface chemistry, and can be very helpful to industry.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Surface tension (ST) is an important property in the study
f physics, chemistry and applications. The surface tension
s a function of molecular structure. Such data are impor-
ant to scientists, engineers, and reactor engineering, flow and
ransport through porous media, materials selection and engi-
eering, biomedical engineering, etc. ST has also been identified
s a key property in seeking the “greener” cleaning agents
1].

Based on the importance of surface tension, it is very impor-
ant to study the relationship between molecular structure and
T property. Although surface tension data can be attained from

xperimentation, the material of interest may be in short supply,
r the experimental procedure itself may be too time consuming
r expensive to be performed for more than just a few com-

∗ Corresponding author. Tel.: +86 931 891 2540; fax: +86 931 891 2582.
E-mail addresses: wangjie04@lzu.cn (J. Wang),

u zhide@yahoo.com.cn (Z. Hu).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
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ctor machine; Heuristic method

ounds. Therefore, it is of interest to find a new method to obtain
he surface tension of compounds.

In previous papers some researchers have proposed theo-
etical methods of calculating ST based on thermodynamics
2,3]. These theoretical methods may be complex and require
dditional chemical properties and simplifying assumptions to
omplete the calculations.

Alternatively, quantitative structure–property relationship
QSPR) provides a promising method for predicting the surface
ension. This method is based on the molecular descriptors which
re calculated solely form the molecular structure to fit the exper-
mental data. The advantage of this approach over other methods
ies in the fact that it requires only the knowledge of chemi-
al structure and is slightly dependent on experiment properties
4–6].

Several quantitative structure–property relationships
QSPRs) have been derived for the prediction of physical

roperties, such as refraction index [7,8], boiling point [9,10],
urface tension [11–14], etc. Stanton and Jurs [11] used three
ultivariate linear regression models to predict alkane, ester,

nd alcohol datasets, and got promising results. Each model
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as useful to predict the surface tension of the unique variety
ompound. James [12] proposed a method for predicting surface
ension, which works best for compounds not containing OH,
OOH, or a CHO groups, Egemen et al. [13] proposed a group
ontribution method to predict the surface tension of liquid
rganic solvents. For this model, the experimental surface
ension values and the predicted values by this method agreed
ell with R2 = 0.75 and R2 = 0.89, for the training set and the

xternal test set, respectively. Kauffman and Jurs [14] used
ultiple linear regression and computational neural network to

redict surface tension and got promising results.
In the present investigation, for the first time, SVM and

M were used to predict the surface tension of 196 various
ompounds using the descriptors calculated by the software
ODESSA as inputs. The aim of this work was to seek the

tructural factor affecting their surface tension, and to build a
ew quantitative structure–property model to predict surface ten-
ion. The prediction results agreed with the experimental data
n both the training set and test set compounds. This proved that
VM was a useful tool in predicting the surface tension.

. Experimental section

.1. Data set

The data set of this investigation consisted of a diverse set
f 196 compounds. The initial pool of substances is taken
rom the latest database [15,16]. It included hydrocarbons, halo-
enated aliphatics, aromatics, alcohols, ethers, esters, ketones,
mines, etc. with cyclic, saturated, and unsaturated structures.
he surface tension values of 196 compounds ranged from 0

o 50 dyn/cm. A complete list of the compounds’ name and its
orresponding surface tension was shown in Table A1. The data
et was randomly divided into two subsets: a training set of 157
ompounds and a test set of 39 compounds. The training set was
sed to build HM and SVM models, and the test set was used to
valuate their prediction ability for both methods.

.2. Molecular descriptor generation

The calculation process of the molecular descriptors was
escribed as below: The software ISIS DRAW 2.3 was used
o draw the two-dimensional structures of the researched

olecules. All of the structures were transferred into HYPER-
HEM 7.0 program and pre-optimized using the MM+
olecular mechanics force field. A more precise optimization
as done using the semi-empirical PM3 method in MOPAC.
he MOPAC and HYPERCHEM output files were transferred

nto the CODESSA software [17,18] to calculate five kinds of
olecular descriptors: constitutional (number of various types

f atoms and bonds, number of rings, molecular weight, etc.);
opological (Wiener index, Randic indices, Kier–Hall shape
ndices, etc.); geometrical (moments of inertia, molecular vol-

me, molecular surface area, etc.); electrostatic (minimum and
aximum partial charges, polarity parameter, charged partial

urface area descriptors, etc.); quantum chemical (reactivity
ndices, dipole moment, HOMO, LUMO energies, etc.) [19].

a
s
F
S

3 (2007) 147–156

.3. Selection of the descriptors on the basis of the
euristic method

Once molecular descriptors were generated, the heuristic
ethod in CODESSA was used to select the main molecu-

ar descriptors and build a linear regression model. Using this
ethod, all descriptors were checked to ensure (a) that values

f each descriptor were available for each structure and (b) that
here was a variation in these values. The descriptors which were
ot in agreement with the two rules would be discarded. There-
fter, the one-parameter correlation equations for each descriptor
ere calculated. The following criteria were applied to further

educe the number of the molecular descriptors: (1) the F-test’s
alue for the one-parameter correlation with the descriptor was
elow 1.0, (2) the squared correlation coefficient of the one-
arameter equation was less than R2

min, and (3) the parameter’s
-value was less than t1 (where R2

min and t1 were user specified
alues).

In the next step, HM calculated the pair-correlation regression
odels and further reduced the descriptors by eliminating highly

orrelated descriptors. All two-descriptor regression models
ith remaining descriptors were developed and ranked by the

egression correlation coefficient, R2. The final result listed
he highest squared correlation coefficient and the 10 cor-
elations found with the highest F-value are generated. The
ptimal correlation was defined that with the highest square
orrelation coefficient among the 10 best according to the F-
alue.

Then, HM did the multi-correlation regression models using
he same method. The HM procedure correlations are usually
–5 times faster than other methods with comparable quality
20]. The rapidity of calculations from the HM renders it the
rst method of choice in practical research. Thus, in our research,
e used this method to select the main descriptors and build the

inear model.

.4. Support vector machine (SVM)

The foundation Support Vector Machine (SVM) was devel-
ped by Vapnik, and is gaining popularity due to its many
ttractive features and promising empirical performance [21,23].
ompared with traditional neural networks, SVM possesses
rominent advantages: (1) strong theoretical background pro-
ides SVM with high generalization capability and can avoid
ocal minima. (2) SVM always has a solution, which can
e quickly obtained by a standard algorithm (quadratic pro-
ramming). (3) SVM need not determine network topology in
dvance, which can be automatically obtained when training
rocess ends. (4) SVM builds a result based on a sparse subset
f training samples, which reduce the workload [24].

Originally, SVM was developed for pattern recognition prob-
ems. Now, with the introduction of ε-insensitive loss function,
VM has been extended to solve non-linear regression problems

nd time series prediction [25]. Theories of support vector clas-
ification and SRM can be found in the tutorials for SVM [22].
or this reason, we will only briefly describe the main idea of
RM here.
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SVM can be applied to regression problems by the introduc-
ion of an alternative loss function. In support vector regression
SVR), the input x (descriptor) is first mapped into a higher
imensional feature space using kernel function. Thus, a non-
inear feature mapping will allow the treatment of non-linear
roblems in a linear space. The prediction or approximation
unction used by a basic SVM is:

(x) =
l∑

i=1

αiK(x, xi) + b

here xi is a feature vector corresponding to a training object,
(x, xi) is a kernel function andαi is some real value. The compo-
ent of vector α and the constant b represent the hypothesis and
re optimized during the training. K(x, xi) is a kernel function,
hich value is equal to the inner product of two vectors x and xi

n the feature space Φ(x) and Φ(xi). That is K(x, xi) = Φ(x)·Φ(xi).
he elegance of using kernel function lies in the fact that one can
eal with feature spaces arbitrary dimensionality without having
o compute the map Φ(x) explicitly, and it may be useful to think
f the kernel, K(x, xi) as comparing patterns or as evaluating the
roximity of objects in their feature space. Thus, a test point is
valuated by comparing it to all training points. Training points
ith non-zero weight αi are called support vectors.
For a given dataset, only the kernel function and the reg-

larity parameter C must be selected to specify one SVM.
ny function that satisfies Mercer’s condition can be used

s the kernel function. In support vector regression, the
aussian kernel K(u, v) = exp(−γ∗|u − v|2)is most commonly
sed.

All calculation programs implementing SVM were written
n R-file based on R script for SVM. All scripts were compiled
sing R 1.7.1 compiler running operating system on a Pentium
V with 512MB RAM.

.5. A Factor of error (FE)

In this dataset, the values of the 196 compounds ranged from
to 50 dyn/cm. It had a large range, so it is useful to find a better
ethod to qualify the model. In our method, the factor of error

FE) was introduced. It was defined as the ratio of the calculation
alues to the experimental values; if the value of the ratio was
ess than one, the inverse value was used. So it can be described
s follow:

E = max(STexp, STpre)

min(STexp, STpre)

here STexp was the experimental value of the surface ten-

ion for the compound and STpre was the predicted value of
he surface tension for the compound.

If the value of FE was less than 1.25, it could be proved that the
redicted value was in general agreement with the experimental
alue; if the value of FE was larger than 1.5, the fitting error
as unacceptable. So the value of FE was used to evaluate the
uantity of the predicting model [2,13].

c
p

3

u

Fig. 1. Predicted vs. experimental surface tension (ST) by HM.

. Results and discussion

.1. The results of HM

Using the software, about 600 descriptors were calculated
or all the compounds. Using the method HM, the pool of the
escriptors was reduced. A variety of subset sizes were inves-
igated to determine the optimum number of the descriptor in

model. When adding another descriptor it did not improve
he statistics of the model significantly, it was proved that
he optimum model was found. In order to avoid the “over-
arametrization” of the model, an increase of the R2-value of
ess than 0.02 was chosen as the breakpoint criterion.

Based on the selected descriptors, a linear regression model
as constructed for the training set. The predicted values of

he surface tension by HM method were given in Table A1.
he statistical analysis results of the eight-parameter model and

he involved molecular descriptors as well as the corresponding
eaning were summarized in Table A2. The correlation matrix

f the selected eight descriptors was shown in Table A3. It could
e concluded that the correlation coefficient was less than 0.85,
hich meant that the descriptors were independent of each other.
The fitting error was unacceptably large with FE ≥ 1.5

or 3 compounds of the 157 (1.9% of the training set) and
.5 > FE ≥ 1.25 for 17 compounds of the 157 (10.8% of the train-
ng set). The values of the FE were all acceptable for the test set,
hich indicated that the model was acceptable. The overall aver-

ge factors of the errors (AFE) were 1.31, 1.10, and 1.27 for the
raining set, test set, and all data.

In eight-parameter model, there were two constitutional
escriptors, four electrostatic descriptors, and two quantum
hemical descriptors. Fig. 1 showed the experimental versus the
redicted surface tension using HM.
.2. The results of SVM

In order to get more accurate prediction models, SVM was
sed to develop non-linear models based on the same descriptors.
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new method to investigate and predict the surface tension. To
further test the suitability of the QSPR approach constructed
in our study, the variety of compounds which involved in our
research is more than Refs. [11,12] and the square of correlated
ig. 2. Gamma vs. square correlation coefficient for the training set, test set,
nd all data set (C = 100 and γ = 0.08).

Similar to other statistical methods, the performance of SVM
or regression depend on the combination of several parameters.
hey are capacity parameter C, ε-insensitive loss function, the
ernel type K, and its corresponding parameters. C is a regular-
zation parameter that controls the tradeoff between maximizing
he margin and minimizing the training error. If C is too small,
nsufficient stress will be placed on fitting the training data. If

is too large, the algorithm will overfit the training data. How-
ver, Ref. [26] indicated that the prediction error was scarcely
nfluenced by C. To make the learning process stable, a large
alue should be set up for C (C = 100).

The kernel type is another important parameter. For regres-
ion tasks, the Gaussian kernel is commonly used. The form of
he Gaussian function is as follows:

(xi, x) = exp{−γ|x − xi|}2

here γ is a constant, the parameter of the kernel; x and xi are two
ndependent variables; γ controls the amplitude of the Gaussian
unction, therefore, controls the generalization ability of SVM.
o it is very important to find an optimum value for γ .

In our research, we used the grid research to find the optimum
alue for γ and ε. Figs. 2 and 3 show γ and ε influencing the
quare of the correlation coefficient for the training set, test set,
nd all data set. It can be clearly seen that the optimum values
or γ and ε are 0.08 and 0.04, respectively.

Using the optimum value, we get a better non-linear regres-
ion model. The results of this model are shown in Table A1 and
ig. 4. The square correlation coefficient for the training set, test
et, and all the data set are 0.9348, 0.9097, and 0.9308, respec-
ively. The number of unacceptable values of FE (FE ≥ 1.5) for
he compound is 2 (1.3%), 0 (0.0%), 2 (1.0%) for training set,
est set and all data set, respectively. The exact values of ST for
he two compounds 195 and 196 are 0.03 and 0.574. The relative
ifferences between the experimental and predicted values are

.70 and 0.706, it can be concluded that the predicted values for
hem are in agreement with the experimental values. The over-
ll average factors of errors, AFE, are acceptable 1.22, 1.07, and
.19 for the training set, test set, and all data set. If the values

F
γ

ig. 3. Epsilon vs. square correlation coefficient for the training set, test set, and
ll data set (C = 100 and γ = 0.04).

f FE for compounds 195 and 196 are not included, AFE will
e changed to 1.06, 1.07, and 1.06 for the training set, test set,
nd all data set. From the above discussion, the obtained SVM
esults indicated that the model we proposed correctly repre-
ents structural–property relationships of these compounds, and
he molecular descriptors calculated solely from structures can
epresent the structural features for these compounds.

Comparing the correlation models and the predictive surface
ension’s values obtained by HM and SVM, it can be concluded
een that the performance of SVM is better than HM. However,
M can find the most important factors which influence

urface tension significantly. So this investigation provides a
ig. 4. Predicted vs. experimental surface tension (ST) by SVM (C = 100,
= 0.08, and ε = 0.04).
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egression is little higher than Ref. [13]. It implies that this
pproach is suitable and an alternative method.

.3. Discussion of the results

Generally, surface tension of different compounds has been
nterpreted by macroscopical compounds feathers, such as den-
ity, acceleration due to gravity, etc. In general, the higher the
ensity, the bigger the surface tension is. In this research, we
rovide another way to interpret surface tension by analyzing
he microscopical structures. At the end of the research, the

ain factors which play important roles in surface tension are
btained.

In the two regression models, there are eight descriptors
nvolved. By interpreting the descriptors in the model, it is pos-
ible to gain some insight into factors that influence the surface
ension of the compounds.

According to the t-test values of the eight descriptors, it is
bvious that the more relevant descriptors are five descriptors
hich play more important roles in deciding the values of

urface tension for compounds. They are DPSA-3 Difference in
PSAs (PPSA3-PNSA3) [Zefirov’s PC], HA dependent HDCA-
/TMSA [Quantum-Chemical PC], Number of rings, Relative
umber of F atoms, FPSA-3 Fractional PPSA (PPSA-3/TMSA)
Quantum-Chemical PC] (orderd by t-test value). Among the
ve descriptors, there are three electrostatic ones, DPSA-3 Dif-

erence in CPSAs (PPSA3-PNSA3) [Zefirov’s PC] and FPSA-3
ractional PPSA (PPSA-3/TMSA) [Quantum-Chemical PC]
ere belong to CPSA (charged partial surface area) descriptors.
he descriptor, DPSA-3 Difference in CPSAs (PPSA3-PNSA3)
Zefirov’s PC] [27] is the difference between PPSA3 (atom
harged weighted partial positive surface area) and PNSA3
atom charged weighted partial negative surface area), which
s related to the positive and negative charge distribution and
he respective surface and encodes information about polar
eatures of the compounds and polar interactions between the
olecules. The second one is fractional partial positive surface

rea descriptors [28]. It is defined as the ratio of the atomic
harge weighted practical positive surface area (PPSA3),
hich was obtained by the summation of the products of the

ndividual atomic partial charges, the atomic solvent-accessible
urface areas, and the total molecular surface area (TMSA).
he last electrostatic descriptor, HA dependent HDCA-2/TMSA
Quantum-Chemical PC], describes the hydrogen donor
harged solvent-accessible surface area, and represents the
um of solvent-accessible surface area of the H-bonding donor
toms. This descriptor describes the hydrogen bonding acceptor
roperties of the compounds. Formation of the hydrogen
onds could be linked with the power between the molecules
trength. All of these three descriptors were encode the hybrid
escriptors from discussing the meaning of the descriptors. The
ositive values of t in the linear model indicate that hydrogen
onding is favored for the strength of the compounds. The other

wo descriptors were all constitutional descriptors. The number
f rings is the same as the number of aromatic rings in this
nvestigation. The number of rings encodes the hydrophobicity
f the compound, thus, an increase in this descriptor strengthens

A
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he hydrophobicity of the molecule and thus, strengthens the ST
f the compound. The other constitutional descriptor, Relative
umber of F atoms, is related to the polarizability of the
ompounds. It will affect the number of C–F bond. The more
he number is, the smaller the retention is [29]. The negative
alue of t-test in the linear model indicates that relative number
f F atoms is disfavored for surface tension.

From the above discussion, it can be concluded that hydrogen
onds interactions, hydrophobicity, and polarizability (number
f C–F bond) of the molecule are likely major factors control-
ing the surface tension of the compounds. All the descriptors
nvolved in the model, which have explicit physical meaning,

ay account for the structural features responsible for the sur-
ace tension of these compounds.

.4. Application

From our work, it can be concluded that surface tension for
olvent is relevant to the property of the molecules, hydrogen
onds interactions, hydrophobicity, and polarizability (number
f C–F bonds), etc. In industrial work, reactor engineering, flow
nd transport through porous media, materials selection and
ngineering, biomedical engineering, etc. these molecular prop-
rties can be very beneficial for selecting a solvent which has
ood surface tension. This will lead us to selecting proper sol-
ents before experiments theoretically. This method combining
M and SVM also gives another way to research interface chem-

stry, and provide another efficient way to select better solvents
or industrial work.

. Conclusions

QSPR models for the prediction of surface tension of diver-
ity of compounds using the heuristic method and support vector
achine based on descriptors calculated from molecular struc-

ure alone have been developed. We have attained satisfactory
esults using the proposed model. It will give some insight into
he factors that influence surface tension of these diverse com-
ounds by discussing the descriptors selected by HM. Using
he same set of descriptors, non-linear regression model is con-
tructed, which better shows predictive activity than the linear
egression model HM. Our investigation first used SVM to
esearch the relationship between structural descriptors and sur-
ace tension, and obtained a promising result. This investigation
rovides a new and effective method to predict the surface ten-
ion for diversity of compounds. Furthermore, the proposed
ethod can also be extended to other investigations into the

roperty of the compounds and the interface chemistry.
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Table A1
Experimental and calculated surface tension for the 196 compounds

Number Compounds EXP HM FE SVM FE

1a Ethanolamine 48.89 33.44 1.46 41.75 1.17
2 Ethylene glycol 48.49 36.39 1.33 47.79 1.01
3a Diethylene glycol 48.18 37.96 1.27 43.62 1.10
4 Diethanolamine 48.00 39.67 1.21 46.74 1.03
5 Triethanolamine 45.24 46.80 1.03 45.94 1.02
6 Triethylene glycol 45.20 41.07 1.10 42.94 1.05
7 Benzophenone 45.10 42.52 1.06 42.66 1.06
8 Tetraethylene glycol 44.13 44.67 1.01 44.83 1.02
9 Nitrobenzene 43.90 38.15 1.15 43.20 1.02

10a Dimethyl sulfoxide 42.98 38.73 1.11 40.62 1.06
11 Aniline 42.90 37.87 1.13 42.20 1.02
12 Ethylene glycol monophenyl ether 42.00 41.25 1.02 41.48 1.01
13 Bromoform 41.50 32.55 1.27 40.80 1.02
14a Propylene carbonate 41.39 34.50 1.20 43.18 1.04
15 Furfural 41.10 37.54 1.09 39.05 1.05
16 N-Methylpyrrolidone 40.70 37.13 1.10 36.24 1.12
17 �-Butyrolactone 40.43 32.21 1.26 36.05 1.12
18 Dimethyl sulfate 40.10 33.40 1.20 39.39 1.02
19 Benzaldehyde 40.00 37.19 1.08 39.30 1.02
20a Phenol 39.90 39.66 1.01 41.83 1.05
21 Acetophenone 39.80 37.54 1.06 39.30 1.01
22 Benzonitrile 39.05 33.19 1.18 35.14 1.11
23 Benzyl alcohol 39.00 39.42 1.01 41.50 1.06
24 Lactic acid, methyl ester 39.00 32.46 1.20 33.84 1.15
25 Diphenyl ether 38.82 40.87 1.05 39.52 1.02
26a Propylene glycol monophenyl ether 38.10 39.87 1.05 41.29 1.08
27 Benzotrichloride 38.03 38.42 1.01 37.33 1.02
28 Furfuryl alcohol 38.00 41.36 1.09 38.70 1.02
29a Di-(2-chloroethyl)ether 37.90 33.83 1.12 34.00 1.11
30 1,3-Butanediol 37.80 35.75 1.06 36.25 1.04
31 Formic acid 37.58 32.96 1.14 38.28 1.02
32a Diethyl phthalate 37.50 38.95 1.04 40.76 1.09
33 o-Dichlorobenzene 37.00 38.27 1.03 36.30 1.02
34 Nitromethane 37.00 30.28 1.22 36.30 1.02
35a Tetrahydrofurfuryl alcohol 37.00 35.11 1.05 35.20 1.05
36 1,2-Propylene glycol 36.51 35.90 1.02 38.80 1.06
37 Benzoyl chloride 36.30 37.11 1.02 37.00 1.02
38 Sulfolane 35.50 39.10 1.10 36.20 1.02
39a Cyclohexanone 35.05 32.53 1.08 32.93 1.06
40a Lactic acid, butyl ester 35.00 32.86 1.07 31.23 1.12
41 Methoxybenzene 35.00 32.02 1.09 33.18 1.05
42 1,4-Dichlorobenzene 34.70 39.51 1.14 35.47 1.02
43 p-Chlorotoluene 34.60 35.02 1.01 34.63 1.00
44 Tetrahydropyran-2-methanol 34.10 34.67 1.02 34.80 1.02
45a Ethylene glycol methyl ether acetate 34.00 27.04 1.26 28.81 1.18
46 Lactic acid, ethyl ester 34.00 32.07 1.06 33.30 1.02
47 Cyclohexanol 33.91 32.55 1.04 34.13 1.01
48 1,3-Dichloropropane 33.90 31.77 1.07 30.24 1.12
49 Methyl propyl ketone 33.87 25.74 1.32 25.38 1.33
50a o-Chlorotoluene 33.40 34.25 1.03 34.39 1.03
51a Dibutyl phthalate 33.40 40.91 1.22 38.49 1.15
52 Bromochloromethane 33.30 26.67 1.25 29.90 1.11
53 Hexylene glycol 33.10 36.63 1.11 33.96 1.03
54 Chlorobenzene 33.00 35.05 1.06 34.87 1.06
55 1,4-Dioxane 32.80 28.78 1.14 33.50 1.02
56 1,1,2-Trichloroethane 32.50 32.36 1.00 31.80 1.02
57 N,N-Dimethylacetamide 32.43 28.93 1.12 27.51 1.18
58 Benzyl bromide 32.30 34.84 1.08 33.48 1.04
59 Isophorone 32.30 35.39 1.10 33.44 1.04
60 Diethyl oxalate 32.22 30.67 1.05 31.52 1.02
61 1,3-Pentanediamine 32.20 28.42 1.13 31.50 1.02
62 Carbon disulfide 32.00 35.20 1.10 32.70 1.02
63 2-Ethoxyethyl acetate 31.80 27.86 1.14 28.25 1.13
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Table A1 (Continued )

Number Compounds EXP HM FE SVM FE

64 �-Terpineol 31.60 26.29 1.20 24.39 1.30
65 Diethylene glycol monoethyl ether acetate 31.40 31.73 1.01 30.70 1.02
66 Nitroethane 31.30 28.87 1.08 32.50 1.04
67 1,1,2,2-Tetrachloroethylene 31.30 34.20 1.09 30.60 1.02
68 Acetyl acetone 31.20 38.25 1.23 30.50 1.02
69a Diacetone alcohol 31.00 32.14 1.04 27.56 1.12
70a 2-Methoxyethanol 30.84 27.75 1.11 28.55 1.08
71 Chloromethyl methyl ether 30.00 22.61 1.33 25.59 1.17
72a Diethylene glycol monobutyl ether acetate 30.00 32.79 1.09 29.89 1.00
73 2-Nitropropane 30.00 27.72 1.08 29.75 1.01
74 Butyraldehyde 29.90 25.81 1.16 24.64 1.21
75 Diethylene glycol monoethyl ether 29.53 31.40 1.06 30.23 1.02
76 Diethylene glycol dimethyl ether 29.50 25.32 1.17 26.33 1.12
77 Triethylene glycol dimethyl ether 29.40 30.22 1.03 30.10 1.02
78 1,1-Dichloropropane 29.00 28.33 1.02 28.51 1.02
79 1,2-Dichloropropane 29.00 29.54 1.02 29.70 1.02
80 Dipropylene glycol monomethyl ether 28.80 31.86 1.11 31.76 1.10
81a 1,1,2-Trichloroethylene 28.80 31.86 1.11 31.76 1.10
82a Xylene 28.70 30.42 1.06 28.50 1.01
83 Dipropylene glycol monomethyl ether acetate 28.60 28.00 1.02 28.08 1.02
84 Toluene 28.60 30.55 1.07 28.74 1.00
85 Diethylene glycol monomethyl ether 28.49 30.84 1.08 31.24 1.10
86 Ethylbenzene 28.48 30.84 1.08 31.24 1.10
87 Dimethylethanolamine 28.30 28.71 1.01 29.00 1.02
88 Benzene 28.20 30.58 1.08 28.90 1.02
89 2-Ethoxyethanol 28.20 27.41 1.03 25.97 1.09
90 Isopropylbenzene 28.20 30.83 1.09 29.31 1.04
91 Acrylic acid 28.10 34.75 1.24 31.40 1.12
92 m-Xylene 28.10 30.36 1.08 28.56 1.02
93 Methyl isobutenyl ketone 28.09 28.41 1.01 28.35 1.01
94 Propylene glycol monomethyl ether 28.00 27.41 1.02 27.29 1.03
95 Dichloromethane 27.89 27.34 1.02 29.97 1.07
96a p-Xylene 27.76 30.42 1.10 28.50 1.03
97 Ethyl chloroformate 27.50 26.51 1.04 26.25 1.05
98a Acetic acid 27.42 33.92 1.24 28.13 1.03
99a 2-Butoxyethanol 27.40 28.34 1.03 26.10 1.05

100 Ethylene glycol monobutyl ether acetate 27.40 29.13 1.06 28.21 1.03
101 Acrylonitrile 27.30 27.61 1.01 28.00 1.03
102 Diethylene glycol dibutyl ether 27.00 28.53 1.06 26.30 1.03
103 Carbon tetrachloride 26.92 25.43 1.06 26.22 1.03
104 1-Octanol 26.92 27.61 1.03 26.36 1.02
105a d-Limonene 26.87 29.65 1.10 26.42 1.02
106a Butyric acid 26.80 33.02 1.23 29.46 1.10
107 Acetyl chloride 26.70 32.16 1.20 27.40 1.03
108a Diethylene glycol diethyl ether 26.68 25.95 1.03 26.07 1.02
109 Chloroform 26.53 27.89 1.05 27.23 1.03
110 Dimethyl sulfide 26.50 26.81 1.01 25.80 1.03
111 Tetrahydrofuran 26.40 26.58 1.01 25.96 1.02
112 2-Octanol 26.38 26.58 1.01 25.96 1.02
113 1-Heptanol 26.20 27.37 1.04 26.02 1.01
114a Methyl amyl ketone 26.17 25.96 1.01 26.51 1.01
115a n-Hexyl acetate 26.00 25.91 1.00 26.09 1.00
116 Propylene glycol monomethyl ether acetate 26.00 25.16 1.03 26.33 1.01
117 1-Hexanol 25.73 27.16 1.06 25.44 1.01
118 1-Pentanol 25.60 27.02 1.06 24.95 1.03
119a Methyl n-butyl ketone 25.50 25.87 1.01 26.01 1.02
120 Methyl isoamyl ketone 25.33 25.84 1.02 25.69 1.01
121 n-Amyl acetate 25.13 25.90 1.03 25.90 1.03
122 Acetic acid, sec-butyl ester 25.09 23.88 1.05 23.71 1.06
123 n-Butyl acetate 25.09 24.73 1.01 24.82 1.01
124 p-Chlorobenzotrifluoride 25.00 35.66 1.43 25.70 1.03
125 Methyl amyl acetate 25.00 25.13 1.01 25.59 1.02
126 Methyl formate 25.00 23.04 1.09 25.70 1.03
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Table A1 (Continued )

Number Compounds EXP HM FE SVM FE

127 Diamyl ether 24.76 21.36 1.16 24.06 1.03
128a n-Nonane 24.70 18.72 1.32 20.68 1.19
129 1-Butanol 24.67 26.91 1.09 24.39 1.01
130 Methyl isopropyl ketone 24.61 25.10 1.02 23.61 1.04
131 Methyl ethyl ketone 24.60 25.97 1.06 24.94 1.01
132a Diisobutyl ketone 24.54 25.22 1.03 25.54 1.04
133 Bromomethane 24.50 20.49 1.20 23.80 1.03
134 Ethyl butyrate 24.50 23.93 1.02 24.00 1.02
135 Butyric acid, methyl ester 24.46 23.72 1.03 24.16 1.01
136a Ethylene oxide 24.30 27.63 1.14 24.41 1.00
137 n-Propyl acetate 24.28 24.93 1.03 24.79 1.02
138a Ethyl propionate 24.27 23.58 1.03 23.72 1.02
139 Methyl acrylate 24.20 23.57 1.03 24.67 1.02
140a Methyl acetate 24.10 23.50 1.03 23.79 1.01
141 Ethyl formate 24.00 23.99 1.00 25.34 1.06
142a Ethyl acetate 23.75 23.60 1.01 23.54 1.01
143 1-Propanol 23.45 26.82 1.14 23.31 1.01
144 Ammonia 23.40 21.85 1.07 22.92 1.02
145 2-Butanol 23.37 25.70 1.10 22.67 1.03
146 Methyl isobutyl ketone 23.29 25.20 1.08 25.02 1.07
147 n-Butylamine 23.17 22.77 1.02 22.33 1.04
148 Acrolein 23.14 30.11 1.30 29.71 1.28
149 Isobutanol 22.98 25.40 1.11 22.02 1.04
150 1,1,2,2-Tetrachlorodifluoroethane 22.73 20.78 1.09 22.03 1.03
151 Acetone 22.68 25.81 1.14 23.38 1.03
152 4-Methyl-2-pentanol 22.63 25.16 1.11 23.60 1.04
153 tert-Amyl methyl ether 22.60 18.39 1.23 19.11 1.18
154a 1-Aminopropane 22.40 23.02 1.03 22.38 1.00
155 sec-Butylamine 22.40 21.96 1.02 21.48 1.04
156 Methanol 22.30 26.36 1.18 23.00 1.03
157 Propylene oxide 22.20 28.70 1.29 25.77 1.16
158a Acetic acid, isopropyl ester 22.10 23.52 1.06 23.42 1.06
159 Isobutyraldehyde 22.00 24.72 1.12 22.79 1.04
160 Dibutyl ether 21.99 20.36 1.08 22.52 1.02
161 Ethanol (anhydrous) 21.99 25.98 1.18 22.31 1.01
162 n-Octane 21.80 18.35 1.19 19.93 1.09
163 Isopropyl alcohol 21.79 25.99 1.19 22.40 1.03
164 Methylcyclopentane 21.60 24.40 1.13 22.30 1.03
165 Acetaldehyde 21.20 25.80 1.22 22.15 1.04
166 Dimethoxymethane 21.10 19.86 1.06 21.13 1.00
167 Triethylamine 20.66 18.80 1.10 19.11 1.08
168 n-Butyl acrylate 20.00 25.51 1.28 26.26 1.31
169 Ethylene glycol diacetate 20.00 31.83 1.59 29.72 1.49
170 n-Heptane 19.70 17.93 1.10 19.00 1.04
171 Ethylamine 19.58 22.48 1.15 20.53 1.05
172 Chloroethane 19.50 21.53 1.10 23.40 1.20
173 Methylamine 19.19 22.28 1.16 19.73 1.03
174 Diisopropylamine 19.11 20.68 1.08 20.25 1.06
175 Methyl tert-butyl ether 19.07 18.55 1.03 19.39 1.02
176 tert-Butylamine 19.00 21.88 1.15 20.92 1.10
177a Dichlorofluoromethane 18.00 19.80 1.10 19.21 1.07
178 Trichlorofluoromethane 18.00 17.94 1.00 18.70 1.04
179 n-Hexane 17.94 17.47 1.03 18.04 1.01
180 1,1,2-Trichlorotrifluoroethane 17.75 15.96 1.11 17.18 1.03
181 Diisopropyl ether 17.34 18.48 1.07 19.66 1.13
182 Isopropylamine 16.80 21.99 1.31 20.58 1.22
183 Diethyl ether 16.50 17.53 1.06 17.20 1.04
184 Dimethylamine 16.33 21.06 1.29 15.63 1.04
185 Carbon dioxide 16.20 22.91 1.41 16.90 1.04
186 n-Pentane 15.48 17.08 1.10 17.18 1.11
187 Chloromethane 15.19 20.64 1.36 21.82 1.44
188a Butane 14.87 16.59 1.12 16.34 1.10
189 2-Methylbutane 13.70 16.82 1.23 17.02 1.24
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Table A1 (Continued )

Number Compounds EXP HM FE SVM FE

190 1,2-Dichlorotetrafluoroethane 12.00 10.64 1.13 11.30 1.06
191a Dichlorodifluoromethane 9.00 9.51 1.06 11.40 1.27
192 Chlorodifluoromethane 8.00 9.20 1.15 7.30 1.10
193 Chloropentafluoroethane 5.00 6.26 1.25 5.70 1.14
194 Tetrafluoromethane 4.00 −2.90 −1.38 3.30 1.21
195 Chlorotrifluoromethane 0.57 7.79 13.57 1.28 2.22
196 Trifluoromethane 0.03 −0.57 −19.00 0.73 24.46

AFE 1.27 1.19

a Test set.

Table A2
The involved parameters and the statistical of the HM model

Descriptors Meaning B Standard error t

(Constant) 16.22 1.57 10.33
FHFA Final heat of formation/no. of atoms 0.11 0.10 1.03
PPSA-3/PNSA-3 DPSA-3 Difference in CPSAs (PPSA3-PNSA3) [Zefirov’s PC] 0.89 0.08 10.63
NOR Number of rings 6.89 0.75 9.17
PPSA-3/TMSA(QC) FPSA-3 Fractional PPSA (PPSA-3/TMSA) [Quantum-Chemical PC] 85.72 14.39 5.96
HDCA-2/TMSA(QC) HA dependent HDCA-2/TMSA [Quantum-Chemical PC] 1539.90 163.52 9.42
LUMO + 1 LUMO + 1 energy −1.26 0.30 −4.23
RNFA Relative number of F atoms −34.67 4.79 −7.24
PPSA-3/TMSA(ZFC) FPSA-3 Fractional PPSA (PPSA-3/TMSA) [Zefirov’s PC] −317.30 73.70 −4.31

R2 = 0.8055; q2 = 0.7632; F = 96.79.

Table A3
Correlation matrix of the eight descriptors used in HM model

PPSA-3/TMSA NOR RNFA PPSA-3/TMSA(QC) HDCA-2/TMSA(QC) LUMO + 1 PPSA-3/TMSA(ZFC) FHFA

PPSA-3/TMSA 1.0000
NOR −0.2377 1.0000
RNFA 0.3471 −0.1331 1.0000
PPSA-3/TMSA(QC) −0.2329 0.0323 −0.1750 1.0000
HDCA-2/TMSA(QC) −0.5767 0.1568 0.1252 −0.1737 1.0000
LUMO + 1 −0.5374 0.4013 0.1125 −0.2428 0.5704 1.0000
PPSA-3/TMSA(ZFC) −0.7055 0.1359 0.0384 0.0236 0.5387 0.4621 1.0000
FHFA 0.4984 −0.3213 0.7932 −0.2257 0.1075 −0.0822 −0.2145 1.0000

Table A4
Statistical results using SVM HM and SVM

Data AFE Error (FE > 1.5) Acceptable (FE > 1.25) R2

HM SVM HM (%) SVM (%) HM (%) SVM (%) HM SVM

Training set 1.31 1.22 1.9 1.3 10.8 3.8 0.8166 0.9348
T
A

R

[

est set 1.10 1.07 0.0 0.0
ll data set 1.27 1.19 1.5 1.0
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bstract

Two clinical data sets were applied for pattern recognition in order to discover the correlation between urinary nucleoside profiles and tumours.
ne data set contains 168 clinical urinary samples, of which 84 specimens are from female thyroid cancer patients (malignant tumour group), and

he other samples were collected from healthy women (normal group). However, 168 clinical urinary samples comprised the second data set, too.
n all the specimens, each number of the samples for both uterine cervical cancer patients (malignant tumour group) and healthy females (normal
roup) is 60, and the other 48 samples were collected from uterine myoma patients (benign tumour group). For the two data sets, the separation
nd quantitative determination of the clinical urinary nucleosides were performed by capillary electrophoresis (CE). The pattern recognition
as achieved applying multiple layer perceptron artificial neural networks (MLP ANN) based on conjugate gradient descent training algorithm.

oreover, applying the proposed principal component analysis (PCA) input selection scheme to MLP ANN, the accuracy rate of the pattern

ecognition was improved to some extent (or without any deterioration) even by much simpler structure of MLP ANN. The study showed that
LP ANN based on PCA input selection was a promising tool for pattern recognition.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Nucleosides in human urine are often used as biomedical
arkers for cancer diagnosis and therapy [1–3]. It has been

iscovered that the nucleosides are excreted abnormally in the
rine of cancer patients [4,5]. Therefore, urinary nucleosides
ave been applied as biomedical markers in the clinical studies
f different kinds of cancers [6–11]. In the clinical researches
f urinary nucleosides, reversed phase high performance liquid
hromatography (RP-HPLC) [5,6] and immunoassays [12,13]
ere commonly available instrumental methods. Moreover, cap-

llary electrophoresis (CE) methods have also been applied
uccessfully in the separation and quantitative analysis of clini-
al urinary nucleosides [7,8,10,11,14].

To perform the multivariate classifications in a complex

etabolic system, pattern recognition methods based on chemo-
etrics are required [15,16]. Therefore, multivariate statistical

echniques such as PCA [8], partial least squares (PLS)

E-mail address: zhangyx@sxnu.edu.cn.
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n
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v

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.02.030
CA

16], stepwise discriminant analysis (SDA) and canonical dis-
riminant analysis (CDA) [10,11] have been reported in the
orresponding pattern recognition studies. Linear discriminant
nalysis [17,18] and cluster analysis were also investigated
19,20]. Artificial neural network (ANN) is a branch of chemo-
etrics to resolve the regression or classification problems. The

pplications of ANN in separation science and chemistry have
een reported widely [21–26]. For pattern recognition analysis
n clinical study, ANN was also proved to be a powerful method
8].

The paper focuses on employing MLP ANN based on PCA
nput selection to perform the pattern recognition of clinical uri-
ary nucleosides as tumour markers. Although ANN based on
CA input selection has been applied for quantification in dif-
erent analytical methods [27–30], as far as we are aware, the
pplication of MLP ANN based on PCA input selection in pat-
ern recognition for clinical CE data has not yet been reported.

ence, the proposed PCA input selection scheme in combi-
ation with MLP ANN for pattern recognition of clinical CE
ata was developed in this paper. For the first data set, binary
alues were used to represent the two groups of samples, “1”



nta 7

f
s
i
u
t
o
g
d
s
o
s
w

2

2

s
i
u
[
a

2

s
s
w
m
r
e
t
n
o
a
a
v
o
o
S
i
v
t
M
p

“
a
c
m
s
d
t
l
o

o
t
s
r
o

A

v
c
v
T
m
b

2

c
M
t
t
o
fi
o
m
f
v
[
A
i
r
A

t
i
w
t
a
l
A
a
f
n
s
ANN with different number of input principal components, the
architecture of the corresponding MLP ANN was experimen-
tally determined by ANN program package based on simulated
Y.X. Zhang / Tala

or healthy person and “−1”for thyroid cancer patients. For the
econd data set, “1” and “−1” represent the normal and uter-
ne cervical cancer samples, respectively, and the samples from
terine myoma patients were indicated by “0”. According to
he results of this study, when the input selection scheme based
n PCA was applied to MLP ANN, some improvements were
enerated in the accuracy rate of pattern recognition for the two
ata sets even with much simpler structures of MLP ANN, or the
ame accuracy rate can be acquired even by simplified structures
f MLP ANN. It was proved that MLP ANN based on PCA input
election was an effective method for pattern recognition in this
ork.

. Theory

.1. Artificial neural networks

Details of the theory concerning ANN has been described in
everal papers [31–33] and books [34,35]. Although many train-
ng algorithms of MLP ANN have been developed, a frequently
sed one is called conjugate gradient descent (CGD) algorithm
36,37]. In this paper, MLP ANN based on CGD algorithm was
pplied to perform the clinical pattern recognition analysis.

.2. Principal component analysis

Principal component analysis (PCA) is an unsupervised
tatistic technique to extract information from multivariate data
ets. This is achieved by identifying principal components (PC),
hich are the linear combinations of original variables. The
aximum variability of the original multivariate data set is rep-

esented by the first principal component, and the second one
xplains the maximum variances of the residual data set. Then,
he third one will describe the most important variability of the
ext residual data set, and so forth. According to the theory
f least squares, the eigenvectors of all principal components
re orthogonal each other in multidimension data space. Gener-
lly speaking, p principal components can account for the most
ariance of an m-dimensional data set, where p is the number
f important principal components, and m means the number
f all the principal components. Obviously, p is less than m.
o PCA is generally regarded as a data reduction technique,

.e., PCA can be applied to produce a lower-dimensionality
ersion of the original data set retaining most of the informa-
ion in the data set. Statheropoulos et al. [38] and Dong and

cAvoy [39] described the algorithm of PCA in detail in their
apers.

The selection of input variables to ANN is necessary to avoid
over fitting” [40] in the case of many input parameters avail-
ble. As a linear technique for dimensionality reduction, PCA
an transform the input data set from its original form (points in
-dimensional space) to its new form (points in p-dimensional

pace), where p is smaller than m. Using the projected input

ata set in a lower dimension, smaller MLP ANN is applied in
he performance of pattern recognition analysis. Since PCA is a
inear technique in this work, we performed the transformation
f input data set by linear ANN, which has the same number

a
T
b
c

3 (2007) 68–75 69

f input and output nodes. PCA produces a linear transforma-
ion, which rotates the training sample data into a new coordinate
ystem. The system formed from the eigenvectors of the autocor-
elation matrix of the training data. The autocorrelation matrix
f the training data can be defined as

=
∑
p

(Xp − X̄)T(Xp − X̄) (1)

In the formula, Xp is the training sample denoted by p.
The eigenvalues for each eigenvector indicate how much

ariability of the data is represented by that eigenvector. The
omputer program for calculation in this study can sort the eigen-
ectors and their corresponding eigenvalues in descending order.
he eigenvalues and the eigenvectors were identified using the
ethod of householder reduction to tri-diagonal form, followed

y application of QL algorithm.

.3. PCA input selection scheme

In this paper, many input variables (the corresponding con-
entrations of urinary nucleosides) were adopted in different
LP ANN to perform the clinical pattern recognition. For

his method, problem of data analysis may be induced. If
he number of weights in neural networks is larger than that
f samples for the training of ANN to some extent, “over
tting” may be caused [40]. In the case of a high number
f input variables, irrelevant, redundant, and noisy variables
ight be included in the data set, simultaneously, meaning-

ul variables could be hidden [41]. For large number of input
ariables, the probability of chance correlation also increases
42]. Moreover, high number of input variables may prevent
NN from finding optimized models [43]. Therefore, PCA

nput selection is necessary in order to improve the accu-
acy rate of pattern recognition analysis with different MLP
NN.
After the performance of PCA pre-processing procedure to

he input variables, all the principal components of a train-
ng data set can be acquired. Then, the principal components
ere input to the corresponding MLP ANN in sequence, i.e.,

he largest principal component was applied as the input vari-
ble of the corresponding MLP ANN at first, and then the
argest and the second largest one were employed as MLP
NN input data set. In third step, the third largest one was

lso included in the input data set of MLP ANN, and so
orth. The processes continued until all the principal compo-
ents represented nearly all the variability of the training data
et were included in the input data set. For all of the MLP
nnealing [44] and conjugate gradient descent algorithm [36,37].
he structures of the corresponding MLP ANN giving the
est pattern recognition results were adopted to perform the
lassification.
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. Experimental

.1. Data

In this paper, the first group of clinical data was from Ref.
11], and the second one was cited from Ref. [10]. The con-
entrations of some nucleosides not detected by the CE method
n Ref. [11] were assumed to be zero. In the first clinical data
et, the concentrations of 14 kinds of urinary nucleosides were
sed as the descriptive variables for each clinical urinary sam-
le. For the second data set, the same kinds of nucleosides were
lso applied to describe each clinical urinary sample. However,
ue to the incomplete resolution of N2-methylguanosine and
2,N2-dimethylguanosine in the proposed CE analytical condi-

ions of Ref. [11], the summation of the concentrations of the
wo kinds of nucleosides was used as one descriptive variable
or each clinical urinary sample. Therefore, totally, 13 vari-
bles were applied to define the corresponding clinical urinary
amples.

.2. Calculations and data analysis

All the calculations of different MLP ANN and the perfor-
ance of PCA input selections were carried out using ANN

rogram package programmed in MATLAB computing lan-
uage on a lenovo Pentium IV personal computer.

. Results and discussion

.1. Pattern recognition for the simulated data set

The validity of MLP ANN based on PCA input selection
o be applied in pattern recognition was first investigated on
imulated data set. In this work, a 168 × 14 normally distributed
ata matrix A and a coefficient vector B with 14 elements were
enerated applying a library function of MATLAB 6.5. Then, a
imulated nonlinear function was constructed by the following
ormula:

(i) =
j=14∑
j=1

B(j)A(i, j)7−j (2)

If f(i) is smaller than 0.5 but larger than −0.5, the target value
f f(i) was regarded as 0. For f(i) larger than (or equal to) 0.5, its
arget value was assigned as 1, and for f(i) smaller than (or equal
o) −0.5, the target value was then assigned as −1, i.e., each row
f matrix A can be regarded as a data point in multidimensional
ata space or a sample belonging to a certain category. Then,
ll the elements in each row of matrix A were used as input
ariables to corresponding MLP ANN designed automatically
n 1000 iteration times with unit penalty 0.01, and the target out-
ut values of MLP ANN were those of f(i) calculated according
o formula (2). In all the 168 samples for training and design-

ng of MLP ANN, 28 of them selected randomly were used as
erification samples. So the training process of the correspond-
ng MLP ANN could be monitored and controlled. In addition,
he ANN program package performing the calculations in this

b
p
i
o

ig. 1. The PCA input selection process in the pattern recognition for the sim-
lated data set. (�) Average correct classification rate of modeling MLP ANN;
�) correct classification rate of leave-one-out cross validation.

ork can search for the best iterative times automatically. There-
ore, “over training” of the corresponding MLP ANN can be
voided conveniently. Then, the automatic network design was
erformed. However, for the initial weights of MLP ANN are
et randomly, different runs of MLP ANN often result in differ-
nt calculated results. Therefore, the procedure of the automatic
etwork design was performed for 10 parallel runs as the same
erformance parameters as above. The average correct rate of
he classification for all the samples by “modeling network”
n this work was 84.2% with R.S.D. (relative standard devi-
tion) = 12.2%. In order to investigate the pattern recognition
bility and the robustness of the proposed MLP ANN model,
eave-one-out cross validation [45] was also carried out, i.e.,
nly the sample to be classified was not included in the data set
or the training of MLP ANN. The MLP ANN employed to per-
orm the classification were also designed automatically in 1000
teration times with unit penalty 0.01. The correct classifica-
ion rate of leave-one-out cross validation was only 41.7% with
oor selectivity and specificity. In order to improve the accuracy
ate of the pattern recognition by a simpler structure of MLP
NN, PCA input selection scheme was introduced. According

o the PCA scheme, eight principal components accounting for
8.1% variability of the data set were suitable for the designing
f the corresponding “modeling” MLP ANN to give the best
lassification results (R.S.D. = 5.0). Moreover, in leave-one-out
ross validation process, when 10 important principal compo-
ents were applied to design the corresponding MLP ANN, the
est correct classification rate can also be acquired. Furthermore,
he selectivity and the specificity parameters for the correspond-
ng simulated clinical samples under this condition were also the

est among all the predicted results. The PCA input selection
rocess for modeling network and leave-one-out cross validation
s shown in Fig. 1. From the results of the pattern recognition
f the simulated data set, it is shown that PCA input selection
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ig. 2. The comparison between (�) the target and (�) the predicted values of
LP ANN for the corresponding samples in the first data set.

an improve the ability of MLP ANN for pattern recognition
ither for modeling MLP ANN or in leave-one-out cross valida-
ion process. Hence, PCA input selection may also be applied
n MLP ANN to improve the results of pattern recognition for
eal-world data.

.2. Pattern recognition for the first data set

In this data set, 168 urinary samples were investigated. Of all
he specimens, 84 samples were from healthy women, and the
thers were collected from female thyroid cancer patients. The
alculated values larger than or equal to 0.5 were regarded as
ealthy samples and those smaller than or equal to −0.5 were
reated as cancer samples. If the values are smaller than 0.5 but
arger than −0.5, the classifications of the corresponding sam-
les were uncertain. The visual comparison between the target
nd the predicted values of some samples calculated by an auto-
atically designed MLP ANN is given in Fig. 2. It is shown

hat the ANN predicted values are in good consistent with the
arget ones. Hence, the threshold used to classify the correspond-
ng samples is suitable. The concentrations of the 14 kinds of
ucleosides for each sample were used as the multiple input
ariables to the corresponding MLP ANN. Moreover, in all the
68 samples, 24 of them selected randomly were included in
he verification set, and the others were training samples. After
000 iteration times with unit penalty 0.01, a 14:1:1 MLP ANN
as designed automatically. The automatically designed net-
ork could give 100% success recognition rate. Furthermore,

ll of the 10 parallel performances proposed 14:1:1 architecture
f MLP ANN. Each of the modeling MLP ANN can perform the
attern recognition with 100% accuracy rate (R.S.D. = 0.0%).

n order to investigate the pattern recognition ability and the
obustness of the proposed MLP ANN model, leave-one-out
ross validation was also performed. The MLP ANN employed
o perform the discrimination were also designed automatically Ta
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n 1000 iteration times with unit penalty 0.01. All the samples
n this data set were classified correctly. Moreover, both selec-
ivity and specificity parameters for the two kinds of samples in
eave-one-out cross validation were 100%. However, in order to
erform the pattern recognition using a simpler architecture of
LP ANN, PCA input selection was also introduced to the data

et. According to the PCA procedure, three important principal
omponents accounting for 96.1% of the total information in
he original data set can give 100% success classification rate
pplying the automatically designed MLP ANN (modeling net-
ork) in 1000 iteration times with unit penalty 0.01. Further
ore, all the samples can be classified correctly in 10 parallel

uns of the automatically designed MLP ANN by the same per-
ormance parameters as above (R.S.D. = 0.0%). It is shown that
he proposed MLP ANN model was robust and appropriate for
he classification in this data set. However, although applying
he three important principal components in the automatically
esigned MLP ANN can classify the corresponding samples
orrectly, not all samples can be assigned to their own clas-
ifications correctly in leave-one-out cross validation scheme.
herefore, both the specificity and the selectivity parameters

or the two kinds of samples were less than 100%. However,
hen the five important principal components were applied to
esign the corresponding networks, the 100% success classifi-
ation rate can be acquired for both all the samples in the data
et and those to be classified in the leave-one-out cross valida-
ion strategy. The R.S.D. of the classification results calculated
y the 10-times-parallel-designed modeling MLP ANN is also
.0%. Moreover, both selectivity and specificity parameters of
he network for the two kinds of clinical samples were 100%.
he calculated results in this section were given in Table 1.
ccording to the study, the conclusion can be drawn that 100%

uccess classification rate with 100% selectivity and specificity
arameters can be achieved even using much simpler structure
f MLP ANN models. Moreover, the classification results of the
orresponding modeling MLP ANN showed their good repeata-
ility.

.3. Pattern recognition for the second data set

The second data set investigated in this study also included
68 samples. Among all the samples, 60 samples were from
ealthy women, 48 samples were collected from uterine myoma
atients, and the others were uterine cervical cancer samples.
f the calculated results of the corresponding MLP ANN for
he samples were between −0.5 and 0.5 (larger than −0.5 but
maller than 0.5), the samples were regarded as belonging to
terine myoma patients. However, the calculated results by MLP
NN for the corresponding samples larger than or equal to 0.5
ere considered to be from healthy samples, and those smaller

han or equal to −0.5 were judged to be the symbol of uterine
ervical cancer samples. Fig. 3 proves the validity of the thresh-

ld applied to classify the corresponding samples, i.e., some
arget values are also consistent with the MLP ANN predicted
nes well. The study for the pattern recognition of this data set
as divided into four cases.

4

d

ig. 3. The comparison between (�) the target and (�) the predicted values of
LP ANN for the corresponding samples in the second data set Case I.

.3.1. Case I
In this case, the three kinds of clinical samples were applied

o construct the training data set for the corresponding MLP
NN. The average correct rate of the classification in model-

ng ANN for all the samples was 100.0% with R.S.D. = 0.0%.
owever, the correct classification rate for all the samples was
nly 42.9% in leave-one-out cross validation scheme. Moreover,
or all the three kinds of clinical samples, the corresponding
electivity and specificity parameters were also poor. In order to
mprove the accuracy rate of the pattern recognition in leave-one-
ut cross validation and simplify the structure of the modeling
LP ANN without any deterioration in classification results,

CA input selection for this data set was also investigated. After
he PCA input selection, it was shown that when seven impor-
ant principal components were applied to design the MLP ANN,
he average correct rate of the pattern recognition by the corre-
ponding modeling ANN designed in 10 parallel runs was also
00.0% (R.S.D. = 0.0). The input selection process for the mod-
ling network in this section is given in Fig. 4. Obviously, after
sing the PCA input selection scheme, the pattern recognition
esults were also the best even with much simpler architecture of

LP ANN. The leave-one-out cross validation was also inves-
igated. When six important principal components were applied
o construct the corresponding MLP ANN, the correct classifica-
ion rate for all the samples was 67.9%, which is the best result in
his section. At the same time, both the selectivity and the speci-
city for the classification in leave-one-out cross validation were
lso improved to some extent. The input selection process was
lso given in Fig. 4. Comparing the leave-one-out cross vali-
ation classification results from MLP ANN of original input
ariables, it is shown that the PCA input selection scheme can
mprove the classification results even a much simpler structure
f MLP ANN was applied.
.3.2. Case II
From the calculated results in Case I, it can be seen that the

iscrimination ability of the proposed MLP ANN model was
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ig. 4. The PCA input selection process in the pattern recognition for the second
ata set Case I. (�) Average correct classification rate of modeling MLP ANN;
�) correct classification rate of leave-one-out cross validation.

oor in the case of leave-one-out cross validation scheme. In
rder to improve the success classification rate, only two kinds
f samples were included in the data set, i.e., the samples from
he healthy women and the uterine cervical cancer patients. If the
riginal input variables were employed directly to construct the
orresponding MLP ANN, all the samples can be classified cor-
ectly in 10 parallel runs of the automatically designed networks
R.S.D. = 0.0%). However, for leave-one-out cross validation
cheme, the success classification rate was only 70.0%. The
orresponding calculated results in this part are shown in Table 2.

.3.3. Case III
The data set including the samples from the healthy women

nd the uterine myoma patients was also studied. When the 13
riginal input variables were adopted to design the correspond-
ng MLP ANN, all the samples can be classified correctly in 10
arallel-designed “modeling” neural networks (R.S.D. = 0.0%).
owever, not all samples can be classified correctly in the leave-
ne-out cross validation scheme (the correct classification rate
s 94.4%). The calculated results in this section are given in
able 3.

.3.4. Case IV
The pattern recognition for the clinical data from the uterine

yoma and the uterine cervical cancer patients was also per-
ormed. Without the input selection scheme based on PCA, the
odeling MLP ANN can give 100.0% average success classifi-

ation rate in 10 parallel runs with R.S.D. = 0.0%. However, only
1.1% of all the samples were classified correctly in the leave-
ne-out cross validation scheme. Moreover, the corresponding
arameters of selectivity and specificity for the two kinds of sam-

les were poor. The calculated results of this section are listed
n Table 4.
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Table 3
The classification results of the MLP ANN for the second data set in Case III

The number of
input variables

Relative standard
deviation (R.S.D.)
(%)

Selectivity of
healthy samples
(%)

Specificity of
healthy samples
(%)

Selectivity of
benign tumour
samples (%)

Specificity of
benign tumour
samples (%)

Correct classification
rate of modeling ANN
(%)

Correct classification
rate in leave-one-out
cross validation (%)

Percent of variance
explained

One PC 1 0.0 90.0 0.0 0.0 90.0 55.6 50.0 96.87
Two PC 2 2.5 70.0 37.5 37.5 70.0 95.6 55.6 99.31
Three PCa 3 0.0 60.0 37.5 37.5 60.0 100.0 50.0 99.69
Four PC 4 0.0 80.0 62.5 62.5 80.0 100.0 72.2 99.87
Five PC 5 0.0 70.0 75.0 75.0 70.0 100.0 72.2 99.93
Six PC 6 0.0 80.0 62.5 62.5 80.0 100.0 72.2 99.95
Seven PC 7 0.0 70.0 62.5 62.5 70.0 100.0 66.7 99.97
Eight PC 8 0.0 80.0 62.5 62.5 80.0 100.0 72.2 99.98
Nine PCb 9 0.0 100.0 100.0 100.0 100.0 100.0 100.0 99.99
Ten PC 10 0.0 90.0 75.0 75.0 90.0 100.0 83.3 100.00
Original input variables 13 0.0 100.0 87.5 87.5 100.0 100.0 94.4

a The modeling MLP ANN giving the best correct classification rate (with corresponding R.S.D.).
b The MLP ANN giving the best selectivity and specificity in leave-one-out cross validation.

Table 4
The classification results of the MLP ANN for the second data set in Case IV

The number of
input variables

Relative standard
deviation (R.S.D.)
(%)

Selectivity of
benign tumour
samples (%)

Specificity of
benign tumour
samples (%)

Selectivity of
cancer samples
(%)

Specificity of
cancer samples
(%)

Correct classification
rate of modeling ANN
(%)

Correct classification
rate in leave-one-out
cross validation (%)

Percent of
variance
explained

One PC 1 3.8 0.0 100.0 100.0 0.0 57.2 55.6 99.75
Two PC 2 2.9 75.0 70.0 70.0 75.0 80.6 72.2 99.93
Three PCa 3 0.0 37.5 80.0 80.0 37.5 100.0 61.1 99.96
Four PC 4 2.9 62.5 60.0 60.0 62.5 96.7 61.1 99.98
Five PC 5 0.0 37.5 50.0 50.0 37.5 100.0 44.4 99.99
Six PCb 6 0.0 75.0 80.0 80.0 75.0 100.0 77.8 99.99
Seven PC 7 0.0 62.5 80.0 80.0 62.5 100.0 72.2 100.00
Original input variables 13 0.0 62.5 60.0 60.0 62.5 100.0 61.1

a The modeling MLP ANN giving the best correct classification rate (with corresponding R.S.D.).
b The MLP ANN giving the best selectivity and specificity in leave-one-out cross validation.
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odeling MLP ANN can give the best classification results for
he training and verification samples, however, in leave-one-
ut cross validation process, the classification results of the
best” modeling MLP ANN were not always the best. That is to
ay, “best” modeling MLP ANN cannot always show their best
redictive ability for unknown samples for its limited number
f training and verification samples although the relationship
etween the ANNs’ structures and their corresponding numbers
f the training patterns in this work was limited to the rule of
aykin [46]. This opinion is also supported by statistical learn-

ng theory (SLT) and support vector machine (SVM) algorithm
evised by Vapnik [47].

. Conclusions

The proposed MLP ANN method based on PCA input selec-
ion scheme was suitable for the pattern recognition of the
linical urine samples from female tumour patients and the
imulated data set. In the group of the clinical data from Ref.
11], when the PCA input selection was introduced to the MLP
NN for pattern recognition, the 100% success classification

ate can also be acquired in both the modeling MLP ANN and the
eave-one-out cross validation procedure even employing much
impler structures of neural networks. Moreover, the selectivity
nd the specificity parameters for the two kinds of samples were
lso 100.0%. In the second group of the clinical urine samples
ollected from uterine tumour patients and healthy women cited
rom Ref. [10], the PCA input selection scheme could also be
pplied in the corresponding MLP ANN to improve the results
f pattern recognition by simplified structure of networks in this
tudy. Moreover, the results of the pattern recognition in this
aper also suggested that the classification results for two kinds
f samples were much better than those for three kinds of sam-
les, i.e., MLP ANN method is more suitable for the pattern
ecognition in dual pattern system.

cknowledgement

The corresponding scientific research fund from Shanxi Nor-
al University, China (No. YZ06004) financially supported the
ork. It was gratefully acknowledged.

eferences

[1] A. Apffel, J.A. Chakel, S. Fisher, K. Lichtenwalter, W.S. Hancock, Anal.
Chem. 69 (1997) 1320.

[2] A.S. Cohen, S. Terabe, J.A. Smith, B.L. Karger, Anal. Chem. 59 (1987)
1021.

[3] H.J. Gaus, S.R. Owens, M. Winniman, S. Cooper, L.L. Cummins, Anal.
Chem. 69 (1997) 313.

[4] T.P. Waalkes, M.D. Abeloff, D.S. Ettinger, K.B. Woo, C.W. Gehrke, K.C.
Kuo, E. Borek, Cancer 50 (1982) 2457.

[5] R.W. Trewyn, R. Glaser, D.R. Kelly, D.G. Jakoson, W.P. Graham, C.E.

Speicher, Cancer 49 (1982) 2513.

[6] H.M. Liebich, C. Di Stefano, A. Wixforth, H.R. Schmid, J. Chromatogr. A
763 (1997) 193.

[7] H.M. Liebich, G. Xu, C. Di Stefano, R.J. Lehmann, J. Chromatogr. A 793
(1998) 341.

[

[

3 (2007) 68–75 75

[8] R. Zhao, G. Xu, B. Yue, H.M. Liebich, Y. Zhang, J. Chromatogr. A 828
(1998) 489.

[9] G. Xu, C. Di Stefano, H.M. Liebich, Y. Zhang, P. Lu, J. Chromatogr. B 732
(1999) 307.

10] K.R. Kim, S. La, A. Kim, J.H. Kim, H.M. Liebich, J. Chromatogr. B 754
(2001) 97.

11] S. La, J.H. Cho, J.H. Kim, K.R. Kim, Anal. Chim. Acta 486 (2003) 171.
12] M. Masuda, T. Nishihira, K. Itoh, M. Mizugaki, N. Ishida, S. Mori, Cancer

72 (1993) 3571.
13] C. Reynaud, C. Bruno, P. Boullanger, J. Grange, S. Barbesti, A. Niveleau,

Cancer Lett. 61 (3) (1992) 255.
14] H.M. Liebich, G. Xu, C. Di Stefano, R. Lehmann, H.U. Hãring, P. Lu, Y.
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bstract

A rapid and simple method using capillary electrophoresis (CE) with chemiluminescence (CL) detection was developed for the determination
f levodopa. This method was based on enhance effect of levodopa on the CL reaction between luminol and potassium hexacyanoferrate(III)
K3[Fe(CN)6]) in alkaline aqueous solution. CL detection employed a lab-built reaction flow cell and a photon counter. The optimized conditions
or the CL detection were 1.0 × 10−5 M luminol added to the CE running buffer and 5.0 × 10−5 M K [Fe(CN) ] in 0.6 M NaOH solution introduced
3 6

ostcolumn. Under the optimal conditions, a linear range from 5.0 × 10−8 to 2.5 × 10−6 M (r = 9991), and a detection limit of 2.0 × 10−8 M
signal/noise = 3) for levodopa were achieved. The precision (R.S.D.) on peak area (at 5.0 × 10−7 M of levodopa, n = 11) was 4.1%. The applicability
f the method for the analysis of pharmaceutical and human plasma samples was examined.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Levodopa [3-(3,4-dihydroxyphenyl)-lalanine], a precursor of
he neurotransmitter dopamine, is the most widely prescribed
rug in the treatment of Parkinson’s disease. People with Parkin-
on’s disease have depleted levels of dopamine, which causes
remor, muscle stiffness or rigidity, slowness of movement
bradykinesia) and loss of balance. Dopamine cannot be admin-
stered directly because it does not cross the blood brain barrier
eadily, while its precursor levodopa is given orally and is eas-
ly absorbed through the bowel and converted into dopamine by
ecarboxylase. Then, levodopa is used to increase dopamine in
he brain, which reduces the symptoms of Parkinson’s disease.
evertheless, elevated levels of dopamine also cause adverse

eactions such as nausea, vomiting and cardiac arrhythmias
1,2]. Therefore, in order to achieve a better curative effect and a
ower toxicity, it is very important to rapidly control the content

f levodopa and its inhibitors and impurities in biological fluids
nd pharmaceutical formulations.

∗ Corresponding author. Tel.: +86 773 5849646; fax: +86 773 5845973.
E-mail address: zhaoshulin001@163.com (S. Zhao).
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Several techniques have been reported in the literature for
he determination of levodopa such as spectrophotometry [3–9],
pectrofluorimetry [10], ion-selective electrode [11,12], NMR
pectroscopy [13], flow injection analysis (FIA) [14–20], high
erformance liquid chromatography (HPLC) [21–31] and gas
hromatography (GC) [32]. Nevertheless, each technique has
ften suffered from diverse disadvantages with regard to cost
nd selectivity, the use of organic solvents, complex sample
reparation procedures or long analysis time [33].

Capillary electrophoresis (CE) is a microanalytical tech-
ique, which provides advantages in term of simplicity, high
fficiency, low cost and short analysis time. CE with elec-
rochemical detection or UV detection has been applied for
etermination of levodopa in tablets and beans [33,34]. Major
rawback of CE with UV detection is its sensitivity. Chemilumi-
escence (CL) detection has been proven to be one of the most
ensitive detection technologies, and the costs of the instrumen-
al setup for CL detection are relatively low [35–37]. Therefore,
L detection has become an attractive detection scheme for

ensitive detection in CE [38–40].

In this work, a CE/direct CL detection method was

eveloped for the determination of levodopa. To our knowl-
dge, such procedures have not been reported previously
or the determination of levodopa. The method employs a
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3
presence of levodopa

It was found that levodopa could enhance the CL reaction
between luminol and K3[Fe(CN)6] (see Fig. 1). To maximize
S. Zhao et al. / Tala

ew CE system with CL detector, which was setup in our
aboratory [41], and was applied for the determination of
he levodopa in pharmaceutical preparations and biological
uids.

. Experimental

.1. Chemicals and reagents

Luminol was purchased from Fluka (Buchs, Switzer-
and). Levodopa was supplied by Sigma (St. Louis, MO,
SA). Levodopa drugs were obtained from Guangxi Hefong
harmaceutical company (Guangxi, China). All the other
hemicals and organic solvents used in this work were
f analytical grade. Milli-Q water was used throughout.
ll solutions were filtered through a 0.45 �m membrane
lter.

The 0.1 M sodium borate stock solution was prepared by
issolving 3.814 g Na2B4O7·10 H2O in 100 mL water; 0.01 M
uminol solution was prepared by dissolving 0.0177 g luminol in
mL of 0.1 M NaOH solution, and diluting to 10 mL with water.
he 0.1 M potassium hexacyanoferrate(III) (K3[Fe(CN)6])
tock solution was prepared in water. The running buffer solution
as prepared by mixing 7.5 mL of 0.1 M sodium borate solution

nd 25 �L of 0.01 M luminol solution, adjusting the pH value to
.4 with a 0.1 M NaOH solution, and then diluting to 25 mL
ith water. The oxidizer solution was prepared by dissolv-

ng 12.5 �L of 0.1 M K3[Fe(CN)6] stock solution in 25 mL of
.6 M NaOH solution. The levodopa standard solution was pre-
ared by dissolving 0.50 mg levodopa in 100 mL of 0.1 M HCl
olution. An aliquot of 10.0 �L was transferred into 50 mL vol-
metric flask and volume was completed with water as working
olution.

.2. CE–CL apparatus

The basic design of the CE–CL system has been previously
escribed [41]. Briefly, a high-voltage supply (0–30 kV, Beijing
ailu Science Instrument Company, Beijing, China) was used to
rive the electrophoresis. A 50 cm × 75 �m i.d. uncoated fused-
ilica capillaries (Hebei Optical Fiber, China) was used for the
eparation. The polyimide on 2.5 cm end section of the capillary
as burned and removed. After etching with HF for 1 h, this end
f capillary was inserted into the reaction capillary, which was
20 �m i.d. (Hebei Optical Fiber, China). A four-way plexiglass
oint held a separation capillary and a reaction capillary in place.
he CL solution was siphoned into a tee. The grounding elec-

rode was put in one joint of the tee. The CL solution flowed down
o the detection window, which was made by burning 1 cm of

he polyimide of the reaction capillary and was placed in front of
he photo multiplier tube (PMT, R374 equipped with a C1556-
0 DA-type socket assembly, Hamamatsu, Shizuoka, Japan).
L emission was collected by a PMT, and recorded and pro-
essed with an IBM compatible computer using in-house written
oftware.
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.3. Sample preparation

One tablet of levodopa drug (containing 250 mg of levodopa)
as smashed and dissolved in 10 mL of 0.1 M HCl solution.
he solution was centrifuged at 2000 rpm for 10 min, and the
upernatant was transferred into 250 mL volumetric flask and
olume was completed with water.

The plasma sample was prepared as described in Ref. [42]. A
.5 mL of plasma sample was deproteinized by adding 0.5 mL
f acetonitrile. After centrifugation at 12,000 rpm for 15 min,
0 �L of the supernatant liquid was spiked with 10 �L of
evodopa. Plasma samples of various levodopa contents were
imilarly prepared by spiking the plasma with the desired
mount of levodopa.

.4. CE conditions

The new capillary was preconditioned by flushing with 1 M
aOH for 30 min before first use. Between two consecutive

njections, the capillary was rinsed sequentially with 0.1 M
aOH, water and running buffer for 3 min each. Samples were

njected into the capillary by hydrodynamic flow at a height
ifferential of 20 cm for 10 s. Running voltages was 16 kV.
lectrophoresis electrolyte was 1.0 × 10−5 M luminol in 0.03 M
orate buffer (pH 9.4). The oxidizer solution was 5.0 × 10−5 M
3[Fe(CN)6] in 0.6 M NaOH solution.

. Results and discussions

.1. CL reaction between luminol and K3[Fe(CN)6] in the
ig. 1. Electropherograms obtained from a standard solution of levodopa at
.0 × 10−6 M (trace 1) and a blank solution (trace 2). Electrophoresis electrolyte
as 1.0 × 10−5 M luminol in 0.03 M borate buffer (pH 9.4). The oxidizer solu-

ion was 5.0 × 10−5 M K3[Fe(CN)6] in 0.6 M NaOH solution. Capillary was
5 �m i.d. × 50 cm effective length. Applied voltage was 16 kV.
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teer was analyzed to examine the interference from endogenous
compounds in human plasma. Fig. 2 illustrates the electrophero-
grams without and with the addition of the standard levodopa
solution, which made it possible to identify levodopa in the sam-

Table 1
Assay results for commercial sample of levodopa tablet

Labeled
(mg/slice)

Founda

(mg/slice)
Added
(mg/slice)

Total founda

(mg/slice)
Recovery
(%)
44 S. Zhao et al. / Tala

he sensitivity of CL detection, the signal to noise ratio for
evodopa determination was used to compare and examine the
ffects of luminol, K3[Fe(CN)6], borate and NaOH concentra-
ion on the CL intensity. In these experiments, a 1.0 × 10−6 M
f levodopa solution was injected into the CE–CL system, and
he CL intensity (peak height or peak area) was recorded.

.1.1. Effect of luminol concentration
The influence of luminol concentration (from 5.0 × 10−6 to

.0 × 10−4 M) on the CL intensity was studied in a system
eeping K3[Fe(CN)6] concentration at 5.0 × 10−5 M, the borate
oncentration at 0.03 M and NaOH concentration at 0.6 M. The
esults indicate that higher the concentration of luminol is, the
igher the light emission that can be obtained, but a larger base-
ine noise was observed when the concentration was higher than
.0 × 10−5 M, which lead to low the signal to noise ratio. So a
oncentration of 1.0 × 10−5 M luminol was chosen for further
xperiments.

.1.2. Effect of K3[Fe(CN)6] concentration
The effect of K3[Fe(CN)6] concentration on the CL reac-

ion was investigated over the concentration range 1.0 × 10−5

o 5.0 × 10−4 M. It is found that the signal to noise ratio
rst increased and then decreased with the increase in
3[Fe(CN)6] concentration. The maximum signal to noise ratio
as obtained when the concentration was at 5.0 × 10−5 M. Then
5.0 × 10−5 M of K3[Fe(CN)6] concentration was selected and
sed for the following experiments.

.1.3. Effect of NaOH concentration
Owing to luminol reacts with K3[Fe(CN)6] to produces CL

n alkaline condition, therefore, the NaOH solution was selected
s the reaction medium, and the effect of NaOH concentra-
ion on the determination sensitivity of levodopa was studied
y varying the concentration from 0.1 to 1.0 M. The signal to
oise ratio increased gradually with increasing NaOH concen-
ration up to 0.6 M, where maximum signal to noise ratio was
eached and further increasing the NaOH concentration result
n a decrease in signal to noise ratio. According to the result, a
aOH concentration of 0.6 M was chosen for optimum.

.1.4. Effect of borate concentration
In the CE–CL detection system, levodopa migrated in the sep-

ration capillary, where it mixed with luminol included in the
unning buffer. The running buffer (borate buffer) concentration
ffects directly the migration rate of levodopa and luminol in
apillary, which cause the change of CL intensity. To examine
he change, several borate solutions concentration ranges from
.02 to 0.04 M were tested. The results indicate that the effect is
imilar with the effect of K3[Fe(CN)6] concentration, i.e. the sig-
al to noise ratio first increased tremendously and then decreased

lightly with the increase in borate concentration. The maximum
ignal to noise ratio was obtained when the concentration was
.03 M. So the 0.03 M borate buffer (pH 9.4) was carried out for
urther studies.

2
2
2

3 (2007) 142–146

.1.5. Effect of the applied voltage
Applied voltage affects directly the migration rate of lev-

dopa and luminol in capillary, which lead also to the change
f CL intensity. Generally, higher CL intensity can be obtained
hen higher applied voltage was used. However, higher applied
oltage should cause large Joule heating, which result in large
aseline noise and low signal to noise ratio. Dependence of sig-
al to noise ratio on applied voltage was examined over the
oltage ranges 12–20 kV. It was found that the applied voltage
f 16 kV is the optimal one to obtain higher CL intensity.

.2. Analytical figures of merit

The CE–LC method was evaluated in terms of the response
inearity, limit of detection and reproducibility (precision).
o test the CL response linearity, a series of levodopa stan-
ard solutions were tested to determine the linearity between
he levodopa concentration and CL intensity. Linear regres-
ion analysis of the results yielded the following equation:
= 2.4872 × 106C + 0.1976, r = 0.9991, where A is the peak

rea (mV s) and C is the concentration of levodopa in M. The
alibration curve was linear over the concentrations range of
rom 5.0 × 10−8 to 2.5 × 10−6 M. The limit of detection (sig-
al/noise = 3) for levodopa was estimated to be 2.0 × 10−8 M.

The reproducibility was investigated by injecting a
.0 × 10−7 M levodopa standard solution 11 times and recording
he peak areas. The reproducibility of the method was demon-
trated by the mean relative standard deviation (R.S.D.). The
esult obtained indicates that the R.S.D. was 4.1%.

.3. Sample analysis

The present method was applied to the determination of lev-
dopa in commercial levodopa drug. The results (average of
hree determinations) were compared with those declared on the
ablets label, i.e. the amount declared was 250 mg/tablet, and
he amounts found were between 248 and 258 mg/tablet. The
ecoveries of added levodopa in different samples were ranged
etween 92% and 106% (see Table 1).

In order to demonstrate the applicability of the CE–CL
ethod for the determination of levodopa in complex biolog-

cal sample, the proposed method was used for the analysis of
uman plasma. First, a blank plasma sample from healthy volun-
50.0 258.0 312.5 587.5 105
50.0 248.5 312.5 536.4 92
50.0 249.5 312.5 581.3 106

a Average of three determinations.
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Fig. 2. Electropherograms of human plasma samples: (1) plasma blank;
(2) plasma spiked with 1.0 × 10−7 M levodopa; (3) plasma spiked with
5.0 × 10−7 M levodopa. CE and CL conditions were as in Fig. 1.

Table 2
Precision and recovery for the determination of levodopa spiked in plasma
samples

Added (M) Founda

(M)
Precision
(R.S.D., %)

Recovery
(%)

1.0 × 10−7 9.7 × 10−8 4.3 97
2.0 × 10−7 1.9 × 10−7 4.2 95
3.0 × 10−7 3.2 × 10−7 3.2 107
4.0 × 10−7 4.2 × 10−7 3.7 105
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a Average of four determinations.

le and to evaluate its concentration. As can be seen from Fig. 2,
here is not the peak observed across the migration time of lev-
dopa in the electropherogram of blank plasma (trace 1). After
he plasma samples were spiked with levodopa at 1.0 × 10−7

nd 5.0 × 10−7 M, the plasma samples were analyzed again. It
as found that a peak for the determination of levadopa was
bserved in the electropherogram of plasma spiked with lev-
dopa (trace 2, 3), which indicates that none of endogenous
ompounds in human plasma would interfere with the deter-
ination of levodopa. The results obtained are summarized in
able 2. As can be seen, good detection accuracy was obtained.
he recovery was ranged between 95% and 107%. According to

he report in literature [29], for 1 year old, healthy male Beagle
og, the concentrations of levodopa in plasma are in the range of
.05–2.25 �g/mL within 0.5–6 h after a single 250 mg levodopa
ral dose. In our experiments, the concentrations of levodopa
piked in human plasma samples are in the range of 0.1–0.5 �M
0.02–0.1 �g/mL). If the concentration is higher than 0.1 �g/mL,
t can also be analyzed by diluting the sample solution. There-
ore, the presented method fulfilled completely the requirements
or the pharmacokinetic study of levodopa.
. Conclusion

A CE–CL detection method was developed for the deter-
ination of levodopa. Quantitative measurements of levodopa

[
[
[
[

3 (2007) 142–146 145

n tablets and human plasma have been demonstrated. In com-
arison with other possible methods such as spectrophotometry,
pectrofluorimetry and FIA, the proposed procedure is selective.
he simple direct determination of levodopa is a good alterna-

ive to existing HPLC methods giving a short analysis time, low
ost and minimal organic waste. Comparing to CE with UV
nd electrochemical detection, the developed CE–CL detection
ethod given higher detection sensitivity, which is well suited

or the use in pharmacokinetic study and therapeutic monitoring
f levodopa.
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